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Editorial
Another “Changing of the Guard”

N OUR June issue, I had the pleasure of introducing our

new European Associate Editor, Dr. Peter Kartaschoff,
while at the same time offering our thanks to Dr. Claude
Audoin who served us so faithfully for three years prior. Now
it is time to bid farewell to our Region 10 Associate Editor,
Dr. Osamu Nishino. He also has served us faithfully for three
years and was kind enough to recruit his own replacement.
With our sincere thanks, Dr. Nishino can now add “service as
the first Japanese Associate Editor of the IEEE TRANSACTIONS
ON INSTRUMENTATION AND MEASUREMENT’ to his long list
of accomplishments and honors. As I pointed out in our June
editorial, Japan topped our honor role in 1983 for having
more authors with publications in our TRANSACTIONS than
any other nation. This achievement is due, in large measure,
to the fine work of Dr. Nishino as Associate Editor. Honored
as Professor Emeritus by the University of Tokyo, he has con-

University, Sendai, Japan.

tributed substantially to our profession as an outstanding
educator. He was honored as an IEEE Fellow in 1973. We all
wish him continued success and a long, healthy life ahead.

Taking over as the new Associate Editor for Region 10 is
another distinguished Fellow of the IEEE, Dr. Makoto Kanno.
He was so honored this year for contributions and leadership
in the development of precise capacitance standards and for
his research work in precision electrical measurements.

We are indeed fortunate to have such a capable volunteer to
serve us. I shall look forward to the pleasure of a long, enjoy-
able relationship with him while you, our members and readers,
may continue to enjoy a bounty of quality published papers
from our fellow professionals in Region 10.

FrRED LIGUORI
FEditor

Dr. Makoto Kanno (SM’66-F‘84) was born in Sendai, Japan on April 1, 1925. He received the
B.E. degree in communications engineering and the Ph.D. degree in engineering from Tohoku

From 1947 to 1952, he worked in medical electronics at Tohoku University. In 1952, he
joined the research staff of the Electrotechnical Laboratory, Ministry of International Trade
and Industry, Tokyo, Japan, where he worked on national standards of fundamental electric
quantities. From 1961 to 1963, he was with the National Research Council, Ottawa, Ont.,
Canada, as a Postdoctorate Fellow. Since 1974, he has been a Professor and Dean of the F aculty
of Engineering, Tamagaw Univerity, Tokyo, Japan.
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A ““Call to Arms”’

S YOU MAY SEE from the increasing number of paper

reviewers on our Editorial Review Committee listed on
the inside back cover, we are constantly adding to our ranks
I am pleased to note that we now have a member from Mexico,
Dr. Carlos Urbana Pacheco, among our new additions. Yet,
with all this help, we are still in need of more reviewers. Be-
cause of our policy of assigning three reviewers per paper and a
volume of over a hundred new papers to review per year, a
minimum of 300 “work units” of manuscript reviews are re-
quired annually. Even with 30 reviewers, this would generate a
workload of ‘ten or more manuscripts per reviewer if all work
could be spread evenly. Of course, not all reviewers are willing
to do that much reviewing. Furthermore, the limitations dic-
tated by reviewers’ areas of expertise also forces uneven dis-
tribution of work. As a consequence, we have a few dedicated
reviewers who handle 15 or more papers per year. This is
really asking too much. As editor, I am therefore calling on

our distinguished and capable readers to join this fine group of
unselfish professionals who give of their personal time so that
we can continue to enjoy our TRANSACTIONS. If you are able
and willing to serve, please contact the Associate Editor closest
to your region or myself. Qur addresses are found on the in-
side back cover of every TRANSACTIONS. We are in particular
need of reviewers qualified in computerized and microcom-
puter-embedded instrumentation, circuit theory, high-fre-
quency instrumentation, waveform synthesis and analysis, and
space or astronomical instrumentation. The range of electrical
and electronic instrumentation covered by the TRANSACTIONS
is very broad indeed, so we can probably use you no matter
what your specialty. So pick up your pen and heed the call,
for indeed, it is mightier than the sword.

FRED LIGUORI
FEditor
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A Switched-Capacitor Digital Capacitance Bridge

KENZO WATANABE, MEMBER, 1EEE, AND GABOR C. TEMES, FELLOW, IEEE

Abstract —A switched-capacitor bridge has been developed for capaci-
‘tance measurements. It consists of four arms connected between the
low-impedance output and virtual ground nodes of an op-amp, and
hence is insensitive to parasitic capacitances. The capacitance to be
measured is first given a proportional charge. This charge is then com-
pared successively with charges quantized by means of a programmable
binary-weighted capacitor array, until a balance is reached. This digital
balance operation makes it possible to accomodate an automatic calibra-
tion scheme, which affords, in conjunction with the parasitic-insensitive
configuration, an accurate measurement. Error analysis has shown that
a 10-bit quantization accuracy and a relative error as small as 0.1 percent
are attainable when the bridge is fabricated in LSI circuit form using
present MOS technologies. A prototype bridge built using discrete
components has confirmed the principles of operation. Examples of
measurement are also given.

I. INTRODUCTION

ALANCING a bridge by nulling a meter is a fundamental

procedure for measuring a capacitance using the trans-
former-ratio-arm or Schering bridge [1]. A measurement ac-
curacy of 1 part/10° is attainable by this method, but the pro-
cedure is cumbersome and time consuming because of the
manual balance operation involved. The four-terminal-pair
method [2] has eliminated the manual operation by detecting
the voltage across and the current through the impedance to
be measured. The price paid for the automated measurement is
the complicated signal processing necessary for calculating the
impedance. In addition, this method requires a special sample
holder because it is susceptible to parasitic capacitances [3].
This makes it difficult to apply this method to the characteriza-
tion of integrated MOS capacitors in which parasitic capaci-
tances are inevitable.

McCreary and Sealer have proposed a novel technique to
characterize binary-weighted MOS capacitor arrays [4] . Based
on the voltage-divider principle, their method has facilitated
the capacitor ratio measurement, but it cannot measure the
absolute value of each capacitor.

In a recent publication [5], a switched-capacitor circuit has
been proposed for digital multiplication. This circuit has been
modified to form a capacitance bridge which allows quick
measurement of the absolute value as well as the ratio of ca-
pacitors. This paper describes the bridge configuration, the
principles of measurement, and calculates the expected ac-
curacy. A prototype bridge implemented using discrete com-
ponents and some examples of measurement are also presented.

Manuscript received November 28, 1983; revised March 8, 1984. This
work was supported in part by the National Science Foundation under
Grant ECS-8105166.

K. Watanabe is with the Research Institute of Electronics, Shizuoka
University, Hamamatsu 432, Japan.

G. C. Temes is with the Department of Electrical Engineering, Uni-
versity of California, Los Angeles, CA 90024.

;> b NDhn-u
r4
—fge
1}
X bi
(C E ‘ C"-‘l
' . |
| . H
1 . 1
Fod bn-1 Coui
o8 bn
Cn
¢
8 los bn+
RESET Cn
(ci=2""c)
(a) (b)
lTIszI""ITnMI |TIITZI"" |Tn¢||
crock [ # UL
reseT [\ N
mope ‘our’/ ‘MEAS’ \tout’ [
CYCLE \ T / z M
state. s |\ B [s)\ B [Ts |\
©

Fig. 1. (a) The schematic diagram of the capacitance bridge. CUM de-
notes the “Capacitor Under Measurement” and SAR the ““Successive-
Approximation Register.” (b) The configuration of the programmable
binary-weighted capacitor array Cg. (c) The timing sequence of the
digital signals controlling the bridge operation.

II. THE CAPACITANCE BRIDGE

Fig. 1(a) shows the schematic diagram of the capacitance
bridge. The capacitor Cy under measurement (CUM) is con-
nected between the terminals X-X'. Its value is to be measured
with reference to Cg. Therefore, Cg must be a standard capa-
citor of known value when an absolute value measurement is
desired. Cp is a programmable binary-weighted capacitor array
whose configuration is shown in Fig. 1(b). Cp is related to the
reference capacitor Cz. These four capacitors Cx, Cs, Cpg,
and Cg form the four arms of the bridge. Since each arm is
connected between a voltage source and the virtual ground of
op-amp A, , the parasitic capacitances to ground have no effect
upon the bridge balance if op-amp A, is ideal. The holding
capacitor Cp, corresponds to the detector arm of a conven-
tional bridge. Controlled by the signal from op-amp 4,, the
successive-approximation registers SAR programs Cp so that
the charge on Cy, becomes zero, thereby bringing the bridge
into a balance.

The transistors M, , M,, and M3 form a reset switch. When
M, and M, are “on” and Mj; is “‘off,” the switch is closed and

0018-9456/84/0900-0247$01.00 © 1984 IEEE
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(@) (b)

Fig. 2. The circuit configurations in the S and B states: (a) The offset-
free amplifier (S state). (b) The successive-approximation A/D con-
verter (B state).

it short circuits Cg and Cr. When M; and M, are “off,” on
the other hand, the switch is open. The transistor M; is “on”
to prevent the source-to-drain feedthrough capacitors of M,
and M, from contributing to the feedback path of op-amp A4,
when M; and M, are “off.”

The bridge operation is controlled by digital signals, whose
timing sequence is shown in Fig. 1(c). A “Reset” signal sent
from an external device initiates the measurement. Upon re-
ceiving this signal, the bridge clears the SAR and turns the op-
eration into the “Measurement” mode. This mode consists of
the “Test” (T) and “Zero” (Z) cycles. In the T cycle, the bridge
measures the capacitance Cy in conjunction with the residual
capacitance Ges. In the Z cycle, it measures only G, which is
then subtracted from the value measured in the T cycle. Each
cycle is divided into the ‘“Sample” (S) state in which the ca-
pacitor being measured is given a proportional charge, and the
“Balance” (B) state during which the charge is approximately
balanced with a charge quantized by means of a successive-
approximation A/D conversion. When the B state in the Z
cycle is completed, the operation changes into the “Out” mode.
The capacitance value Cy is then available in the SAR in binary
form. This mode continues until the next reset signal starts a
new cycle of measurement. The operation in the T cycle will
be next described in detail.

A. Operation in the S State of the T Cycle

In this state, =1 and B=0. Thus the capacitors Cy and
Cs are connected to the inverting input terminal of op-amp
A, to form an offset-free noninverting amplifier [6]. Since
Z =0, the input of this circuit is the reference voltage Vj in
the ¢ = 1 phase, as shown in Fig. 2(a). The output voltage is
therefore

Vx =(Cx/Cs) Vg. (1)

The op-amp A4, forms a voltage follower with a grounded in-
put. Its output is thus its own input-referred offset voltage
Vos,- The two holding capacitors Cp, and Cpy, are connected
in parallel in this state. Their top and bottom plates are driven
by op-amps A, and A4,, respectively. Therefore, the voltages
Vi across Cyy, is Vx = Vog,. This voltage represents the initial
voltage of Gy, during the subsequent B state if the circuit
condition is ideal. The operation under nonideal conditions
will be described in Section III.

IEEE TRANSACTIONS ON INSTRUMENTATION AND MEASUREMENT, VOL. IM-33, NO. 4, DECEMBER 1984

B. Operation in the B State of the T Cycle

Since now B = 1 and § = 0, the bridge contains Cg and C in
place of Cx and Cyg, respectively. The op-amp A, then forms
an offset-free D/A converter. Cy , and Cpy, are now connected
in series, holding the voltage V; stored in the previous S state.
The op-amp 4, now operates as a comparator. The whole cir-
cuit, including the SAR, is shown in Fig. 2(b). It forms a suc-
cessive-approximation A/D converter [8]; the voltage to be
converted is Vg + Vg, = V.

The A/D conversion is performed as follows. In time slot
T;(i=1, 2,- -+, n+1), the ith bit of the SAR (&;) is tempo-
rarily set to 1, while the previously tested i - 1 values of b are
stored. The capacitance of the array Cg is then

. i-1 . ,
C}(;): Z bj.zn—]c_'_ on-ic
j=1

©))
Charging this capacitor to the reference voltage V' inthe¢ =1
phase, the D/A converter produces an output

Ve =-(CYICr)Vg. 3

This tentative output value is divided by capacitors Cy, and
Cp,. The input voltage V;, of the comparator is then

Vin="Vg + Vos2 +—C[‘_11__ Vp
Ch, +Cq,
[c_x o Cuy QJ V. @
Cs Cy,tCq, Cg

Depending on the polarity of V;;,, the SAR keeps b; as 1 (if
Vin is positive) or resets it to O (if Vj, is negative). Repeating
this process n + 1 times makes V;, approximately zero, so that

Cx. Cu G )
C Cy,+tCy, Cg
holds, where
n .
Cg= ) b;-2""'C+b,,,C. (6)

i=1

When Cy, =Cy, and Cg =2"7! C, the SAR stores the ratio
Cx/Cs (i.e., the capacitance Cy scaled by Cy) in binary form

Cx/Cs=by 27 +by - 2724 4b, - 27" +b,,, 27"
Q)

It is worth noting here that the above operation is not af-
fected by op-amp offset voltages if the open-loop gains of op-
amps A, and 4, are sufficiently high. Therefore, the bridge can
be fabricated in a fully integrated form by MOS IC technologies.

III. AccurAacy ESTIMATE

The operation of the practical bridge circuit is affected by
many error sources, such as mismatches in the capacitance ratio
between Cg and Cg, the offset voltages and finite gains of op-
amps 4, and A,, parasitic capacitances, and the feedthrough
of the clock signals. These nonideal circuit conditions disturb
the ideal balance condition, imposing a limit on the measure-
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Fig. 3. The practical bridge circuit, including parasitic elements.

ment accuracy. In this section, we calculate the estimated ac-
curacy when all of the bridge circuit (except Cx and Cy) is
implemented by MOS IC process.

The bridge in Fig. 1(a) contains, in fact, many parasitic capac-
itances including the gate-source and gate-drain feedthrough
capacitances of the MOS switches. Those residual capacitances,
however, which are connected to the low-impedance nodes
(except to virtual grounds) have no effect on the bridge balance.
Furthermore, some of the feedthrough capacitances have
matched couterparts driven by a complementary clock signal,
such as C, and Cs in Fig. 3. The feedthrough charges due to
these paired capacitances can be neglected in a first-order ap-
proximation because they tend to cancel each other. Extend-
ing the above considerations into the overall circuit and includ-
ing the other nonideal effects, we find the practical circuit
model of the bridge shown in Fig. 3. In this figure, Cy is the
feedthrough capacitance of M, C, is the combined top-plate
stray capacitance of Cp, and Cp,, and Cy and Cy , are the
input capacitances of op-amps A; and A4,, respectively. The
mismatch between Cg and Cg is represented by ACg.

The output voltage of op-amp A4; in the ¢ = 1 phase of the §
state is now, assuming Z = 0

vl = Cx Vg +CeVy + CrsVos, /(1 + A1)
X Cs(1 + Crg/CsA,)

®

where V,, is the amplitude of the clock signal applied to the
reset transistor M, , and

Crs=Cx+Cs+Crt Ce+ G5 +Cy, ®

is the sum of the capacitances connected to the inverting input
terminal of A, in the § state. The voltage follower A, pro-
duces the output voltage

A,

vy =—"2—
47 1+4,

Vos,- (10)
The voltage across the holding capacitors Cy, and Cy, is thus
Vx - V4, while that across Cp is V.

When the successive-approximation A/D conversion is com-
pleted, op-amp A4, produces the output voltage

-(Cp + ACB) Vg + CpVy + Crp Vs, /(1 + A1)
Cr(1 + Crp/CrA4y) '

Vg = (11)
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Here

Crg=Cpr t+Cr+Cp+C. +Cs +Cy, (12)

is the sum of the capacitances connected to the inverting input
terminal of 4, in the B state, and Cgy = 2"C is the total ca-
pacitance of the array Cg.

The op-amp A4, and the SAR balance the bridge so that

2Cu(V - Vi) + G Vx + CyVp
2CH+Cp +CA2

Vin = + Vos2 =0 (13)
holds. In deriving (13), the mismatch between Cp, and Cy,
is lumped into C, and thus Cy, = Cy, = Cp is assumed with-
out loss of generality. Substituting(8),(10),and (11)into (13),
we have

_ Cs(Cg + ACp)

Creas = 2Cr +eCx + Cres (14)
where
G 1 C 1 C
=1+ ”][1+—— TB]/|:1+—-—I-S—]—1 15
CrV,
Cl' [l_,_e_'__C_S] ﬂ"l’ E.}.M&]
2Cr Vs Cg
. CsVos; + [ ! + G +CA2] CsVos,
(1+4,)Vg 1+4, 2Cy Vg
(16)

Cg + ACg represents the measured capacitance including the
digital error caused by the mismatch between Cg and Cg , while
€Cyx + Cpe represents the analog error due to parasitic capac-
itances, clock feedthrough, and the nonideal performances of
op-amps A, and 4,. They will be discussed separately in the
following.

A. Digital Error

Each capacitor in the array Cg is assumed to be fabricated
by connecting an appropriate number of MOS unit capacitors
of magnitude C in parallel. The error in each capacitor is as-
sumed to be random, normally distributed, and uncorrelated.

The error charge AQp in the array Cp due to the capacitance
error is then given by

n+1
AQB’_"/ > (b AG)? VR
iz

where AC; is the standard deviation of each capacitor. If this
error charge is smaller than half of that held in the LSB capac-
itor, then the A/D conversion process is monotonic and the
digital output is accurate down to its LSB. Formulating this in
terms of the capacitance mismatch, we have the condition

n+1
‘/i (ACCyr)? <270,
i=1

Each term under the square root can be estimated by using the
data presented by McCreary [7]: AC;/Cpgr = 0.03 percent,
AC,/Cgr =0.02 percent, AC;/Cgt = 0.015 percent, and so

17

(18)
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on. Substituting these values into (18), we find that the quanti-
zation accuracy obtainable with present MOS technologies is
10 bits [8].

B. Analog Error

The analog error can be described in terms of the relative
error € and the residual (or offset) error C,. Noting that
Crp/Cg =2, we have from (15)

€=Cp/2Cy. (19)
14

The top-plate stray capacitance C, rangesfrom 0.1 to 1 percent
of Cp, depending on the capacitor size and technology [9].
Therefore, the relative error can be reduced to a value as small
as 0.1 percent.

To obtain a rough estimate of the residual capacitance Cpe,
suppose that we are measuring a small capacitance using a
1-pF standard capacitor for Cg. Assume also the following
pessimistic values for the op-amp and circuit parameters:
Ay =A, =60 dB, Vo5, = Vo, =30 mV, Cq,=Cyq,=1pDF,
Cr=C.=Cs =10 fF, (C, +Cy 2C=107, V=3V,
Vo/Vg =4, and Cg <<2Cg. Then, the residual capacitance
due to the clock feedthrough is 40 fF, while that due to the
offset voltages of the op-amps is about 5 X 107° Cg, although
its precise value depends on Cy. This result indicates that the
feedthrough component dominates Cyeg, and thus Ce is posi-
tive irrespective of the offset voltage polarity.

Consider now the bridge operation in the Z cycle. Since
now Z =1, Cx is disconnected from the reference source and
is grounded. Therefore, the first term in the numerator of (8)
vanishes and thus Cie,ss in (14) equals Cpe; that is, the bridge
in the Z cycle measures the residual capacitance which should
be subtracted from the value measured in the T cycle. This
self-calibrating ability allows the precise measurement of small
capacitances.

Summarizing this section, we can conclude that a 10-bit
quantization accuracy and a relative error as small as 0.1 per-
cent is attainable with the integrated version of the bridge.

IV. MEASUREMENT EXAMPLES

A prototype bridge has been built using one half of an LM347
quad JFET op-amp chip, MC14066 CMOS analog switches,
and discrete capacitors. The capacitor array was controlled by
10 bits. To reduce the capacitance spread in the array, a split
reference source was incorporated into the bridge. The source
supplied 3.2 V and 0.1 (= 3.2/25) V to two 5-bit arrays, each
consisting of 4-, 2-, 1-, 0.5-, and 0.25-nF capacitors. These
two arrays were combined so that the array driven by 3.2-V
source formed the upper half, and that driven by 0.1-V source
the lower half, of the 10-bit array. Another 0.25-nF capacitor
was incorporated into the lower half of the array, to form
another LSB. Capacitors Cg, Ch,,and Cy, were chosen to
be 4 nF.

Fig. 4 shows the voltage waveforms observable at the nonin-
verting input terminal of op-amp 4, during the B state when a
ceramic capacitor (nominal value 2 pF) was measured with
reference to a Cg = 11.71 pF capacitor. In the figure,the ¢ = 1
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Fig. 4. Waveforms appearing at the noninverting input terminal of op-
amp A, during the B state, when a Cy =~ 2 pf ceramic capacitor was
measured with reference to a Cg = 11.71 pF capacitor. Upper trace:
waveform in the T cycle. Lower trace: waveform in the Z cycle. Ver-
tical scale: 0.5 V/div. Horizontal scale: 0.2 ms/div.

phase in time slot 7; (i=1, 2, - - -, 11) is indicated by b; so
that each bit can be identified by the voltage level. Also shown
(indicated by Vx) is the voltage stored in Cpy , in the previous
S state. The upper trace shows the waveform in the T cycle.
Inspecting the voltage levels' in the b; phases, one obtains the
ratio (Cx + Cres)/Cs = (00111 001 100)g = 115/512.  The
lower trace shows the waveform in the Z cycle. Now one ob-
tains the ratio Cpes/Cg =(00 001 110 000)g=7/128. Thus
Cx =199 pF and C,e = 0.64 pF. The measured capacitance
of Cx agrees exactly with that measured by a commercially
available four-terminal-pair bridge. This bridge displays the
result in a four-digit BCD form and its measurement error is
0.1 percent + 3 LSB. The measured residual capacitance, which
is ten times larger than that estimated in the previous section,
was found experimentally to be mostly due to the large clock
feedthrough of the CMOS analog switch used for the reset
transistor M, which is connected to the virtual ground created
by op-amp 4, .

A large number of capacitors were measured, and the results
were compared with those obtained by the abovementioned
commercial bridge. Capacitors ranging from 10 pF to 1 uF in
decade steps were used for Cg, so that Cyx/Cg was less than
1. Table I lists some of the results. It can be seen that the
discrepancies between the measured results are mostly within
1 percent, although they tend to increase with decreasing ca-
pacitance. This probably can be attributed to the large clock
feedthrough of the MOS switches, which violates the assump-
tion that the charges due to paired feedthrough capacitances
are negligible. In an LSI realization, these error sources will
be greatly reduced.

V. CONCLUSIONS

An automatic switched-capacitor bridge, which allows the
precise measurements of discrete and MOS IC capacitors, has
been described. Error analysis has shown that a 10-bit quanti-
zation accuracy and a relative error as small as 0.1 percent are
attainable by fabricating the bridge using presently available
MOS technologies. A prototype bridge, implemented using
discrete components, has confirmed the principles of opera-

IFor b-by1, the values are too small to show the sign of the signal.
However, they are sufficient to drive the comparator op-amp A,
unambiguously.
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TABLE I
COMPARISON BETWEEN THE CAPACITANCES Cscg MEASURED BY THE
PRESENT SWITCHED-CAPACITOR BRIDGE AND THOSE Cgrp BY THE
COMMERCIAL FOUR-TERMINAL-PAIR BRIDGE
(Cnom denotes the nominal capacitance and e; is the deviation between
Cscp and Cers)

Coom (PF) Cycp (PF) Cprp (PF) e, ()
1 1.062 1.044 1.72

2 1.960 1.992 1.61

4 4.324 4.227 1.10

10 10.42 10.39 0.29
22 21.74 21.95 0.96
47 45.48 45.42 0.13
100 103.5 102.8 0.68
220 206.1 205.4 0.34
470 455.8 453.3 0.55
1000 960.5 952.4 0.85
2200 2450 2448 0.08
4700 4528 4518 0.22
10000 10616 10530 0.82
22000 23016 23170 0.65
40000 38695 38350 0.90

tion. Incorporating a split reference source, a standard capaci-
tor bank, and an automatic range-selecting circuit will provide
the bridge with a wide measurement range. The extension to
the measurement of grounded capacitors is another future
problem.

The bridge described here features a circuit configuration
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suitable for LSI realization and high accuracy made possible
by the digital balance operation and the parasitic-insensitive
configuration. Therefore, it is also useful for the interface for
“smart” capacitive transducers.
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A TRA Bridge Technique for In-Circuit Impedance
Measurement

MAHFOOZUR RAHMAN, MUSLIM T. AHMED, MEMBER , IEEE, AND
VEMPATI G. K. MURTI, SENIOR MEMBER , IEEE

Abstract— A bridge technique is given for the measurement of imped-
ances of two-terminal passive components in an arbitrary network with-
out opening the circuit connections. It is ideally suited to the in-circuit
measurements of passive elements in hybrid integrated circuits (HIC’s)
and printed circuit boards (PCB’s). The method employs a new type of
bridge, basically improvised from a transformer ratio-arm (TRA), a
quadrature amplifier (QA), and two standard capacitors. All the mea-
surements are in terms of the capacitors and the turnsratios of the TRA,
and provide results with good accuracy. The range of measurement,
together with the sources of error and their minimization, are discussed.
Experimental results are found to be in good agreement with the theory.

I. INTRODUCTION

HE PROBLEM of in-circuit measurement of impedances/
Tadmittances is of contemporary importance. Such mea-
surements are of particular significance in the component mea-
surement of hybrid integrated circuits (HIC’s), where they are
required in the determination of initial tolerances of film resis-
tors and capacitors to within 0.1 and 1.0 percent, respectively
[1], [2]. Recently, methods for manual operation have been
proposed for the in-circuit measurements [3], [4]. These are,
however, limited to resistance measurement in all-resistor
loops.

Some versatile automatic circuit test systems are also available
in the market, such as an HP3060A Board Test System [5],
which is microprocessor based and permits fault coverage for
in-circuit testing, as well as analog and digital function testing.
The automatic test systems are, however, expensive, costing in
the range of $86 000.

In this paper, a technique is given for the in-circuit measure-
ment of impedances (admittances), which obviates the men-
tioned drawbacks of the methodsgivenin [3], [4]. Inaddition,
it is suitable for conventional as well as in-circuit measurements
of RLC components with high-grade accuracy. A very attrac-
tive feature of the instrument is in its low cost, which comes
to about $1000 for a system fabricated in laboratory with high-
grade components. Low cost and a high degree of accuracy con-
stitute a very significant advantage of the instrument over the
automatic test systems, particularly for the Third World
countries.

The technique employs a transformer-ratio-arm (TRA) bridge,
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which provides results in terms of two variable, standard capac-
itors and turn-ratios of the TRA. The scheme requires a simple
shielding arrangement for minimizing the effects of earth ad-
mittances and capacitive couplings. The sources of errors and
the minimization are considered in detail. The measurements
cover a wide range of component values. Experimental results
are included in support of the theory.

II. THE MEASUREMENT TECHNIQUE

For demonstrating the basic technique on which the bridge
scheme is based, an arbitrary passive network N (without mu-
tual coupling) of Fig. 1(a) is considered. Let it be desired to
measure the admittance Y, connected! between nodes x and
¥, without breaking the circuit connections. The procedure is
to ground all the nodes (or terminals), except node y, whose
branches are connected to node x. In the figure, the step im-
plies the connection of 1, 2, and 4 to 0, and is depicted by
dotted lines. It can easily be verified that the resulting net-
work is equivalent to a pi-section, shown in Fig. 1(b). Note
that the admittance Y, remains unaffected in the indicated
operation.

The pi-representation is utilized in the measurement of in-
circuit impedance/admittance by the scheme shown in Fig. 2.
The bridge setup employs a TRA of low leakage impedance,
a quadrature amplifier (QA) realized with active-RC circuit,
two standard capacitors C; and C,, and a low impedance detec-
tor D. The operational amplifier-RC realization of the QA is
given in Fig. 3. The bridge scheme uses a simple shielding
arrangement, as shown in the figure. In the in-circuit measure-
ment of Y, between nodes x and y, the grounded nodes of the
circuit, viz., 0, 1, 2, 4, are connected to the common ground 0
of the bridge. The nodes x and y are, respectively, connected
to terminals x and y. At balance, the equivalent shunt admit-
tances Y,; and Y,, of the pi-network are ineffective, as Yy
is dlrectly across the TRA and Y, appears across the detector
Thus, effectively the technique converts the network N to a
single admittance (Y, ) for the purpose of measurement. Ina
similar way, the method may be repeated in the determination
of the other network admittances.

The bridge is balanced by adjusting the capacitors C; and Cz
and the turns-ratios of the TRA. Balance is obtained when the

current through the detector is zero, i.e.,
x +icl +i02 =0.

)

LIf parallel branches are between nodes x and y, then Y, represents
their effective admittance.

0018-9456/84/0900-0252$01.00 © 1984 IEEE
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Fig. 2. Bridge scheme for in-circuit measurement.
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Fig. 3. Active RC realization of QA.

Substitution of circuit parameters in (1) and simplification
gives

ViYx =w(C Ve, - iCVc,) )

where Ve, , Ve, , and V, are, respectively, the voltages corre-

sponding to the points 1, 2', and x’ of the TRA. Four cases of
practical interest are now considered.

Case 1. Resistor (R, ) Measurement

In the resistance measurement, balance is obtained by the
adjustment of C; and the corresponding turns-ratio of TRA.
With Y, = G, = 1/Ry (2) gives

ro- ()
VC] COCI

(32)
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or

R. = Ny __l_
* (Ncl) wCl
where N¢, and N, are the turns of the TRA at points 1" and
x', respectively. Note, the approximation (3b) is valid if the
leakage impedance of the TRA is negligible. The same argu-
ment will also hold for the approximation involved in (4b) and
(5b). This will be discussed in detail in Section III. It is ob-
served that the in-circuit resistance in an all-resistor loop,
which is commonly encountered in HIC’s [1], [2], can easily
and conveniently be measured by the technique. Also, only
n measurements are required in the determination of n un-
knowns [4].

(3b)

Case 2: Capacitance (C, ) Measurement

For an ideal capacitor with Y, =jwC,, the \bridggi’s balanced
by the adjustments of C, and the corresponding turns ratio of
TRA. In this case, (2) yields

Ve
Cx =- <V:> C2
N,
(2)e.
Ny

The equations indicate that, in C measurements, a phase shift
of 180° is required to be introduced. This is practically done

by using an appropriate tapping of the TRA (2"), as shown in
Fig. 2, or by employing an active inverter [1].

(42)

or

14

Cx (4b)

Case 3. Lossy Capacitor Measurement

In a lossy (nonideal) capacitor having Y, = G,, +jwC,, both
the parameters G, and C, are required to be determined. The
equation at bridge balance is

Vie(Gx +jwCy)=wC Ve, - jwC, Ve, .

A comparison of the real and imaginary parts of the equation
gives the required expressions for R, and C,. These are, re-
spectively, found to be identical to the ones given in (3) and
(4). The bridge balance involves adjustments of C;, C,, and
the turns ratios Ny/N¢, and N, [N

Case 4. Lossy Inductor

A lossy inductor has an RL-admittance function of the form
Y, =G, +1/(jwL,). The bridge is balanced with C;, C,, and
the TRA. The equation at balance is

Vi(Gx + 1/(jwLy) = wCy Ve, - JwC, VCz-

Here, R, is once again given by (3); L, is determined from

I = (Vx> 1
x ch W2C2

(52)

or

(5b)
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L measurement is not required in the case of HIC’s, but has
been included to show the generality of the technique. In the
case of ideal L, the balance is achieved with C, and Nx/NC2
only.

It is evident from (3) through (5) that the method is suitable
for measurements of component values over a wide range.
Though the technique is particularly described for in-circuit
measurements, the setup can also be used for conventional
measurements of RLC-components. As the results are in terms
of standard capacitors and turns-ratios of TRA, good accuracy
is expected in the measurements. Expressions (3) and (5) in-
volve the frequency term w; therefore, a stable drift-free oscilla-
tor, along with a frequency counter, is recommended. The
salient feature of the technique is that, it not only provides
an accurate method of in-cricuit adittance/impedance mea-
surements of RLC components of an arbitrary network, but
also determines » unknown parameters in # measurements.

III. PrRACTICAL CONSIDERATIONS

In this section, some practical aspects of the scheme are criti-
cally examined. Particularly, the sources of errors and their
minimization, and the range and accuracy of measurements, are
considered in detail.

The accuracy of measurement depends upon i) the accuracy
of the standards employed in the scheme, such as the capacitors
C,, C,, and the frequency source, and ii) the errors introduced
by the measurement system. The first source of error is directly
dependent on the quality of standards employed in the scheme.
This, in turn, implies that the overall accuracy desired in the
measurement actually influences the choice of the grade of com-
ponents employed in the realization ot the system. The second
aspect is concerned with the proper design and fabrication of
the system so that the errors are minimized. This aspect shall
now be considered in detail.

A. Effect of Leakage Impedance of TRA

In Fig. 2, the unwanted impedances Y, and Y, shunt the
ratio-arm and the detector, respectively. As the internal im-
pedance of a current detector is generally very low, the shunting
effect of Y, is practically negligible. In case Z,,(=1/Yp,)is
high, then the detector’s sensitivity is decreased. This is, how-
ever, not serious and may easily be compensated for by provid-
ing an extra stage of amplification. The effect may also be
minimized by connecting the detector on the secondary side
of a matching transformer so that the reflected impedance of
the detector is very small as compared to Z,.

Ideally, the ratio-arms of a TRA are required to have zero or
negligible leakage impedances. Under such conditions, the
shunting effect of Y,, does not introduce error, and the ex-
pressions in (3b), (4b), and (5b) are valid. However, in case
these impedances are not negligible, error is introduced in the
measurements [8]. The effects are analyzed as follows.

The equivalent circuit representation of the bridge is shown
in Fig. 4. The ratio-arms of the TRA are represented by voltage
generators K, F, , K, E,, and E,, along with their leakage im-
pedances Zo;, Zo2, and Z,,,. This simplified representation,
which does not take into account the coupling that exists be-
tween different sections of the secondary, is adequate to
establish the order of errors involved due to leakage imped-
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Fig. 4. Equivalent circuit of the scheme.

ances. The coefficients K; and K, are included to make the
analysis most general by accommodating conditions required
for the bridge balance. For example, phase shifting of £, by
90° with QA is represented by K; =j1, and when the C, arm
is not used in a particular measurement, it is depicted K, = 0.
The shunting effects of the parasitic capacitances Cy, and Cj,,
appearing across the arms having the capacitors C; and C,, are
accommodated in Y, and Y,,, respectively. The effects of
shunting capacitance Cy, and the shunt-arm admittance of oV,
Yy (FGpy +jwCp,y), are included in Y. This is given by
Ysx =Gpy +jw(Cpy +Csy). As Yp, appears across the detec-
tor, its effect is not considered in the analysis.
Nodal analysis at nodes 1, 2', and x' gives

Vi(Yy + Y5+ Y01)-K\E Yo, - EgY, =0
VoY, + Yo + Y03) - Ky Ey Yoy - EgY, =0
Vx(Yx + st + YOx) - Ex YOx Ed =0 (6)

where Ey is the unbalance voltage across the detector and any
admittance is given by Y; = (1/Z;). At bridge balance, the de-
tector voltage and current are zero, i.e., Ey = 0 and iy is given
by (1). Using (6) with E4 =0, (1) gives

JWK, E C, Yo,
Yo, tjw(Cy +Cyy)

JWK, Gy Yoo E,
Yo, +jw(C, +Cy,)

EvY ' Yox -
(YOx + Yx + st)

(7

The three cases of importance to HIC measurements are con-
sidered in the following.

Case 1 (Resistor): In this case, Y, =G, and the generator,
multipliers are K; =j1 and K, = 0. Assuming the leakage im-
pedances (Z,;) to be predominantly resistive, simplification of
(7) gives

G, _
WCl

— E_l_ 1 +ZOx(Gx + st) (8
Ey 1+Zyy jw(Cy +Cyy) 2)

N / . '
= ]‘V'L [(1+Z0xGy) +ijw {Zox Cyx - Zoy (C, +Cy1 )}
X

(8b)

where Y,
Gy + Gy
The magnitude of (G, /wC}) is given by

=Gpl +jw(cp1 +Csx)=Gp1 +jWC;x and G;C =
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Nl '
Mg = N_(l +ZOxGx)
x

. (1 +[ W{ZoxCox = Z01(Cy + Csl)}]z) 1z
1+2Z0.Gx " (9a)

Consideration of the actual order of values of the components
in (9a) simplifies the expression to

N '
Mg = N—‘ (1+Z4,GY). (9b)
x
The percentage error is
%er =100 Zy Gy (10)

Note that error is basically a product of the leakage impedance
and G%. The effective value of G can be reduced to G, by
connecting the point O of the pi-section to the ground point 0’
of the bridge through a high resistance (=100 k).

Case 2 (Capacitor): In capacitance measurement, Y, =
jwC, and the multipliers are K; = 0,K, = -1. The substitution
of conditions in (7) and subsequent simplification gives

& =ﬂ 1 +ZOXGP1 +jW(Cx +C.s"x)Zox

¢, E, 1 +jwZo,(C; +Cyy) (112)
~ N2 . '
= N_ [1 +ZoxGp1 +jw {Zox(Cyx + Csx)
X
= Zyp(1+ 2y Gy )(Cy + Cso)H- (11b)

The corresponding magnitude is:

N,
Mc = N_ (1 + ZOprl)

2711/2
: [1 + {W WZp2(C, +Cs2)} ] .
(12a)

Once again, consideration of the order of the parameter values
(12a) and the grounding of the pi-network through high resis-
tance gives

Zox(Cy +Csx)
1+Z0xGpy

N, N 1
M,=—2(+e)? =2 (1+=
= Ureyt =2 (1456 (12b)
where
€r sz [pr(cx +C.;x)— Z02(CZ +Cs2)]2 (13)
and the percentage error as
%€, = 50€,. (14)

Case 3 (R || C): Direct analysis for this case yields expres-
sions which are difficult to interpret and do not provide in-
sight into the errors involved. However, a fairly good idea re-
garding the R and C errors in this case is obtained from (10)
and (14), respectively.

It is also evident from the equation that errors in R and C
measurements are dependent on the leakage impedances of
TRA, and should be made as low as practicable. In a well-con-
structed TRA, these are of the order of 50 m£2 [6]. The range
of R and C values in HIC’s, in acceptable initial tolerances, are
about 100 £ to 100 k€2 and 100 pf to 40 nf, respectively. The
two ranges can conveniently be measured with the given bridge.
For the worst-case analysis of errors, the minimum value of re-
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sistance (100 ) and the maximum value of capacitance (40
nf) are considered in (10) and (14). When the networks (V's)
grounding is through a high resistance, the worst-case errors in
the R and C measurements at 1 kHz are, respectively, 0.05 per-
cent and 0.01 percent, respectively. The error in C measure-
ment is negligible due to leakage impedances. Though the
effect is seen to be more pronounced in R measurement, it is
well within the permissible limits for HIC components. More-

over, in the normal range of R measurements, it will be smaller
(~0.005 percent).

IV. EXPERIMENTAL SETUP AND RESULTS

For the verification of the technique, an experimental model
of the bridge was improvised in the laboratory. The salient fea-
tures of TRA and QA employed in the bridge are described as
follows.

A. Transformer Ratio Arms

A considerable volume of literature is already available on the
design of a TRA [7]. It has been shown in Section III that the
error of measurement is directly dependent upon the leakage
impedances of the ratio-arms, which are required to be low.
This was achieved by providing a special, low-resistance second-
ary winding on a low-reluctance core. For the winding, thick,
double-enamelled copper wire of 20 swg was used. To provide
a maximum turns ratio of 10, the wire was wound on a mumetal
core of large cross section (1.25 in?)in a special manner. Eleven
wires were randomly twisted together to form a cable, which
was wound on the core in an even layer of 25 turns. The ends
of 11 separate sections were then soldered to make a contin-
uous winding of 275 turns. A uniform primary winding of 275
turns of double-enamelled copper wire of 24 swg was provided
between the core and the ratio (secondary) winding.

B. Quadrature Amplifier

An active phase shifter, using monolithic operational amplifier
and RC discrete elements, was used in the realization of the
quadrature amplifier. The circuit is shownin Fig. 3. Its voltage
transfer function is

T=’V—°=1 |m-2tan™" wCR .

Vi

The output voltage remains equal to the input voltage, when

the phase shift is varied from about 0° to 180°. Quadrature
voltage is obtained when wCR = 1.

The circuit was fabricated with a 741-uA operational ampli-
fier, polyester capacitor, and metal film resistors, each of
1-percent tolerance. The values of circuit components, for
1-kHz operation, are included in the figure within brackets.
For the resistor R, a variable pot was used. It was adjusted
until the desired phase shift of 90° was obtained.

In the experimental set-up, variable capacitors of secondary
standard of H. W. Sullivain, Ltd. (London) were employed
for C; and C,. An audio range, sine-wave generator, along
with a digital counter was used to apply a 10-V signal at 1 kHz.
For the determination of bridge balance, the drop across a
50-) resistor was measured with a high-sensitivity CRO.

Twin-T configuration is very popular in active RC'realizations.
For the experiment, such a circuit, shown in Fig. 5, was con-
sidered. The components used in the fabrication of the circuit

(15)
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Fig. 5. Twin-T network. (Note: The indicated values are the nominal
(marked) values.)

TABLE 1
(APPLIED VOLTAGE—10 V: SUPPLY FREQUENCY—1 kHz; TurN-RATIO—1:1
(UNITY))
PR
Value of Value of Error with
S.NO. |[component ¢y () component |GR-Bridge
' from G.R. from the as reference
Bridge TRA Bridge
1. 14.96 K ohm 0~0|06f3 - 14.98K ohm. 0.01
pf.
2. 96:40 ohm. l.GSS,.lf — 96.21 ohm- -0-20
3. (317 pt 318 pf|318 pf 0.32
4. |9280 pf 5270 pf|9270 pt -0-10
5. |326 pt 325pf | 325 pf -0-30
6. 15.18 K ohm 0.0105’4f _— 15.16 K ohm -0a3
7 Parallel RC
Circuit:
R=36.00K ohm{ 4.4nf|3-3 nf | 36.19K ohm -0.20
t=3.4 nf 3.35 nf 0.30 J

*% error = (measured value - reference value/reference value) X 100

were initially measured by the GR Bridge (model 1608-A).
These were then soldered to realize the network. The in-circuit
measurement was performed according to the scheme described
earlier. The details of the experiment, along with the results,
are included in Table 1.

It is observed that the maximum overall errors in R and C
measurements are 0.2 and 0.32 percent, respectively. In the
case of resistors, measurement of a high-value resistor (14.97
k&) yielded a lower error (0.01 percent), which is in conformity
with the theory. However, in capacitor measurement, a higher
error was obtained in the measurement of low-valued capacitor
(317 pf). The deviation in theory may be due to the limited
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resolution of the capacitors C; and C, in the range of low-C
measurements.

V. CONCLUSION

A bridge technique is given for the in-circuit measurements
of passive componentsin an arbitrary network. Only n measure-
ments are required in finding » unknown elements, without
opening the circuit connections. The method is general and
may also be adopted for the conventional measurements of
R, C, and L components in a high grade of accuracy. The bridge
is particularly attractive in the measurement and trimming op-
erations of hybrid IC’s. The experimental results on a labora-
tory model adequately supported the theory presented in the
paper. The instrument has two distinct advantages over the
automatic circuit test systems. First, it is a low-cost system
which can be fabricated for around $1000 as compared to
$86 000 for an automatic test system [5]. This feature is partic-
ularly attractive for organizations in the Third World countries
which cannot easily afford expensive systems. Secondly, the
worst-case error analysis, after taking the effects of leakage
impedance of TRA and the shunting effects of parasites of the
shunt arms of the pi-network into consideration, shows that, in
the entire component range of HIC’s, the bridge provides accu-
racies better than 0.05 percent for resistors and 80 X 107¢
parts/10° for capacitors at 1 kHz. These figures are superior to
the accuracies specified in the automatic test systems [5].

At present, work is in progress towards making the bridge
system technique suitable for automatic operation with micro-
processor control. Such a system is expected to provide auto-
matic in-circuit testing of active and passive components within
reasonable cost.
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Implicit Digital RMS Meter Design

SALEEM M. R. TAHA ANp MAJID A. H. ABDUL-KARIM

Abstract—This paper introduces the design of an implicit-type digital
rms-value measurement device. It employs TTL and LSI components
throughout the design. It is based on the difference of squares principle.
The instrument is simulated and analyzed through the aid of a digital
computer program. The software analysis developed reflects the hard-
ware design of the implicit digital rms meter. System accuracy is about
(£0.1) percent.

I. INTRODUCTION

LTERNATING voltages can be measured by the conven-
A tional methods of finding the peak, mean, and rms
values. The rms value is the most widely accepted representa-
tion of an ac signal level. A digital voltmeter is designed here
to measure the rms value of a fluctuating voltage utilizing
sampling and digital techniques. The technique used is based
on the difference of squares principle.

The instrument which measures the rms voltage is shown in
block diagram form in Fig. 1. Gilbert [1] uses the same tech-
nique, but in analog form. This paper gives a digital counter-
part that measures the rms value implicitly.

II. INSTRUMENT PRINCIPLE

Fig. 1 shows the block diagram of the proposed digital sys-
tem of rms-value measurement. The input voltage V; is con-
verted to its digital equivalent via the appropriate analog-to-
digital converter (ADC) circuit. Then, the sum of the input/
output and the difference between them for each input sample
are calculated and applied to a digital multiplier. The product
will be in the form of the difference between the squares of
input and output, ie., the equivalent of (V? - V2). The
products of all input samples are accumulated by the digital
register (accumulator I).

Accumulator II is used to accumulate the output of accumu-
lator I at the end of each input cycle to its contents. A state
will be reached when the accumulator II output V,, will force
accumulator I output to zero. This condition happens during
the recording of the rms value of V;,i.e.,

N
> i-vi=o. (1)

Since V, has been regarded as constant during one input
cycle, the above equation becomes

Manuscript received April 6, 1983; revised March 30, 1984.
The authors are with the Department of Electrical Engineering, Uni-
versity of Baghdad, Baghdad, Iraq.
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A zero logic detector is incorporated in front of the accumu-
lator I output to capture the measurement process. The out-
put will be taken from the accumulator II output digital ter-
minals. This may be converted to its decimal equivalent for
readout purposes. The accuracy of measurement is dependent
on the word length and number of samples taken per cycle.

This design is supported by an analysis executed by a digital
computer program. The computer-aided design (CAD) program
simulates the instrument and calculates its error and accuracy
[2]. This leads to the appropriate choice of the digital hard-
ware. In this case, N = 1024 samples/cycle and n = 7 bits (i.e.,
7 bits ADC resolution), yielding an error of around 0.056
percent.

III. CONCLUSIONS

The inplicit digital rms meter described here (Fig. 2) will
measure the rms value of any complex varying signal by com-
puting numerical values of simultaneous samples of the in-
stantaneous input voltage.

Usually, in such systems, the time taken to measure the rms
value differs from one input wave shape to another. For in-
stance, if the input is a sine wave of 50-Hz frequency, the rms
value is measureable within 0.2 s [3].

The rms value is obtained as five decimal digits. The input
frequency range is (30-70) Hz. It is capable of expansion by
some simple additional circuitry. The accuracy of measure-
ment is in the (¥0.1 percent) class. ‘The' described system may
be utilized as a multipurpose digital processing unit to measure
power, energy, volt-amperes, and volt-amperes reactive. Al-
though there is a commercially available single chip (Burr-
Brown Model 4340) that converts the rms to dc, it hasa poorer
accuracy and has more limited applications compared with the
described digital implicit system.

The implicit digital rms-value measurement techniques cal-
culate the rms value implicitly and the system does not need
to use a square rooter, as is the case with existing explicit tech-
niques. Hence, it offers less circuit complexity and lower cost.
A microprocessor-based implicit system that provides the same
capability would be very useful.

0018-9456/84/0900-0257801.00 © 1984 IEEE
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Fig. 2. Complete circuit diagram of implicit digital rms meter.
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A Simple and Low-Cost Personal Computer-Based
Automatic Deep-Level Transient Spectroscopy
System for Semiconductor Devices Analysis

C.Y. CHANG, SENIOR MEMBER, IEEE, WEI C. HSU, CHII M. UANG,
YEAN-KUEN FANG, anp W. C. LIU

Abstract—A simple, low-cost, and flexible, automatic, deep-level tran-
sient spectroscopy (DLTS) system with an Apple II microcomputer for
semiconductor devices analysis is described.

By using an interactive Basic software program, all the instrument
parameters including sampling aperture locations, temperatures, excita-
tion pulse frequency, width and amplitude can be controlled automat-
ically. The transient signals are also averaged by the software program.
Furthermore, a linear square regression method is used to calculate the
activation energy.

The trap density, capture cross section, activation energy of n-type Si-
doped GaAs, grown by molecular beam epitaxy (MBE) system, was mea-
sured and compared with conventional boxcar DLTS sytem. In addition,
the DLTS signal spectra and the Arrhenius plots can be plotted by aline
printer and displayed on a CRT monitor during one thermal scan.

An IEEE-488 interface bus was designed for communication between
personal computers and instruments. This configuration provides the
advantages of ease of operation and rapid set up, especially for the pur-
pose of data acquisition and processing.

I. INTRODUCTION

N RECENT YEARS, there has been considerable interest in

determining the trap level of semiconductor materials and
devices by deep-level transient spectroscopy (DLTS) proposed
by Lang [1], [2]. It is sensitive and accurate, for obtaining
some physical parameters of deep traps such as majority and
minority trap levels, trap concentration, and capture cross sec-
tion. However, the DLTS takes time in obtaining trap level
through multiple thermal scan and is time-consuming for
determining peak position and physical parameters. Hence
many workers have tried to automate the process [3]-[6].
Automation makes it easy to handle and analyze the measured
data, therefore, time per measurement is drastically reduced.
But these systems are either expensive or require complex soft-
ware techniques using a minicomputer [3] or other desktop
microcomputers [4], [6] reducing the popularity of these sys-
tems. Alternatively, the systems use an A/D converter which is
just a semi-automated system since it can’t control the instru-
ment parameters automatically [5]. Inthis paper, we proposed
a low-cost, flexible, and easy to operate, personal computer-
based, fully automatic control system for DLTS measurement.
It includes a low-cost IEEE-488 bus which makes the system
more flexibile and able to connect 14 programmable instru-

Manuscript received March 17, 1983; revised July 3, 1984.
The authors are with the Semiconductor and System Laboratories,
National Cheng Kung University, Tainan, Taiwan, R.O.C.

TABLE I
THE CosT L1sT OF CONTROL ASSEMBLIES OF AUTOMATIC DLTS SYSTEM

Control Parts Cost (US Dollar)

Apple I1 personal computer $ 1,000
(Include keyboard)

CRT monitor 70

IEEE-488 interface bus 40

Line printer 450

Disk Driver 150

ments to a personal computer. The system software program
has been developed for ease of operation. The system cost is
listed in Table I.

II. PRINCIPLE OF DLTS

The basic idea of the DLTS technique is the rate window
concept. If we consider a train of repetitive bias pulses applied
to the sample, then there is a signal which consists of the ex-
ponential capacitance transient. The DLTS signal is the dif-
ference between the transient amplitude at two sampling times
selected. During the thermal scan, there is a maximum or mini-
mum peak corresponding to a trap level.

The rate window can be expressed in terms of the transient
emission rate giving rise to the maximum or minimum DLTS
signal output, namely [1], [2],

€max = ln(t2/tl)/(t2 - tl)

)

where e, is the emission rate of transient,and ¢, , ¢, are the
preselected sampling times (¢, /¢, = constant).

The relation between the emission rate and the activation
energy AE is

o(vYN

= exp (- AE/kT)

€max

= AT? exp (-AE/kT) )

0018-9456/84/1200-0259801.00 © 1984 IEEE
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Fig. 1. The system block diagram of Apple JI microcomputer-based
automatic DLTS system.

where

(v) the thermal velocity of carriers,

g the degeneracy factor of the trap level,
k  Boltzmann constant,

T the absolute temperature (°K),

N the density of state,

o

the capture cross section.

From (1) and (2), the activation energy can be obtained from
the slope of an Arrhenius plot (i.e., ,,(emax/T ) versus 1/kT).
The capture cross section can be determined from (2) and the
intercept of the Arrhenius plot.

The trap concentration Ny can be determined by

_ 2AC(0)

N
T C

|Np - N4 3)
where C is static capacitance, AC(0) is the difference be-
tween the capacitance after pulse C(0) and statistic capacitance
C, while Np, and N, are the donor and acceptor concentra-

tion, respectively. It is assumed that C>> AC(0).

III. SYSsTEM DESIGN

The automatic DLTS system described in this work uses a
6502 CPU with 48K dynamic RAM Apple II microcomputer.
The use of a personal computer gives more versatile control
over the signal average and can also be utilized as the system
manager. In addition, the Apple II computer offers the advan-
tages of low-cost, simplified operation and setup. Rate win-
dows can be set during program initialization through a digitizer.

The main components of this automatic DLTS system, as
shown in Fig. 1, are

a) a Boonton 72BD capacitance meter with a resolution of
0.001 pf, ‘

b) an accurate temperature controller and sample holder
(DRC-84C), which can cool the temperature of the sample
down to 8 K so that the trap level can be detected shal-
lower than 0.1 eV,

c) an HP19860B digitizer; this unit is used for replacing the
boxcar averager to sample the capacitance transient signal.
It can acquire 500 sample times as well as average the sig-

8 Data 8

Apple Buffer

1/0 Slot

Data

SN 75160

Address 3

TMS 9914

Manage~
ment

Clock 1
SN 75161
8 8

}.

Control

Fig. 2. Schematic diagram of IEEE-488 interface bus circuit.

nal to improve the signal/noise ratio. It can detect trap
concentration 1/1024 lower than doping concentration,
d) aprogrammable HP8116A pulse generator,
e) the interface bus between the microcomputer and
instruments. |

This interface bus is one of the key units in this system. We
designed this GPIB interface bus as a talker/listener/controller.
The GPIB interface unit operation centers on the IC TMS 9914
which can meet all IEEE-488 protocols automatically, thereby
relieving the processor of this job. Fig. 2 shows the diagram of
this IEEE-488 interface circuit. The TMS9914 needs two sup-
port chips to connect to the IEEE-488 bus: the SN75160 and
SN75161. These support chips convert the TTL drive levels
of the TMS9914. The SN75160 is the data line transceiver
between the TMS9914 and IEEE-488 bus. The SN75161 is
the bus management line transceiver. It buffersthe bus control
and the data transfer direction control lines to drive the 3 hand-
shake line (DAV, NRFD, NDAC) and 5 interface management
lines (EOI, IFC, SRQ, ATN, REN). The IC SN74L8245 acts
as a bidirectional data bus buffer for bus transceiver between
Apple II and the TMS9914 [7], [8]. Itis controlled by a micro-
computer. The three address lines are connected from the
Apple address (AO-A2) to TMS9914 (RSO0-RS2). It enables
the Apple II to access any one of the TMS9914’s thirteen
registers. The clock signal is generated from the Apple II micro-
computer I/O slot pin 36 through SN74LS93, in which the fre-
quency is divided by 2, and then input to the TMS9914 as time
base (3.5 MHz). BothIC SN74LS04 and SN74LS32 are adapted
as the control unit. They control the timing of the microcom-
puter and send READ, WRITE, and RESET signals to TMS9914.
This interface bus possesses the capabilities of SH1, AH1, T6,
L4, SR1, RL1, PP1, DC1, and DT1. By using only seven IC’s,
we can construct this powerful and high-reliability interface
bus.

As a reference, Table I lists the cost of control parts of the
automatic DLTS system. We omit the other instruments since
it is optional to choose another comparable instrument appa-
ratus in the DLTS system, either programmable or nonpro-
grammable, since the digitizer can be used as an A/D converter.

IV. SOFTWARE DESCRIPTION

The overall system control and interface bus program are
implemented in the simple Basic language. Fig. 3 shows the
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Fig. 3. Flow chart of the acquisition program of Apple II microcom-
puter-based automatic DLTS system.

flow chart of the system software. The program controls the
process and varies parameters for the whole system including:

a) the software of the IEEE-488 interface bus,

b) the speed and range of temperature increase,

c) the pulse frequency, amplitude and width,

d) sampling of the capacitance transient signal and setting
of rate windows,

¢) improvement of S/N ratio,

f) determining the activation energy by using linear least
square regression method,

g) determining capture cross section and trap concentration,

h) plotting the DLTS signal spectra and Arrhenius plot.

V. SAMPLE PREPARATION , EXPERIMENTAL
RESULTS, AND DISCUSSIONS

The sample structure in this study grown by the molecular
beam epitaxy (MBE) technique was an active layer/buffer
layer/substrate which is prepared for manufacturing MESFET
devices. The active layer was 0.4 um thick, n-GaAs with silicon
as the n-type dopant. The doping concentration was 1 X 107
cm™3 obtained from the C-V curve. The thickness of buffer
layer was 1.5 um, which was undoped with a concentration
<10 ¢cm™. Also the substrate was undoped n-GaAs. All

the layers were grown at constant substrate temperature, i.e.,
Ts=600°C, the ratio of As/Ga=20 (As-rich). Finally, Schottky
contact and ohmic contact were both made on the active layer
to study the trap of this layer.

The DLTS spectra (majority carrier traps) of the sample is
shown in Fig. 4. In which a -5.5-V reverse bias and a majority
carrier injection pulse with width 0.6 ms were applied, and the
rate window was 117 s (¢,/t; =2). Two electron traps at
0.40 and 0.50 eV below the conduction band were observed,
and the trap concentrations were 9 X 10'® cm™ and 4.4 X
10" cm™3, respectively. The E.-0.50 eV was also found by
Lang et al. [9], while E.-0.40 eV is thought to be an oxygen-
related defect realized during the growth of MBE system.

Fig. 5 shows the Arrhenius plot of different rate windows
as described in (1), which had been processed by least linear
regression for higher accuracy and was plotted by line printer.
The capture cross section of E;-0.40 eV and E;-0.50 eV traps
obtained from the intercept of Fig. 5 are 1.46 X 1077 ¢cm?
and 1.17 X 107!¢ cm?, respectively. These values are an order
larger than actual magnitude [10] due to the temperature-de-
pendent characteristics of capture cross section.

In this experiment, the data acquired by the digitizer has been
taken an average of four times. It is implemented by the soft-
ware program to reduce noise. The DLTS signal is smoother
than the signal without averaging. Furthermore,data were sent
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, TABLE II to disk every 10 K during thermal scan to prevent data from
THE COMPARISON BETWEEN AuToMATIC DLTS AND Boxcar DLTS occuping too much memory.

METHODS AUTOMATIC CONVENTIONAL BOXCAR
DLTS  DbLTS VI. CONCLUSIONS
PARAMETERS
etivation In conclusion, a simple, flexible, low-cost, easily set up,
Fnergy (ev) E.~0.40 | E-0.50  [E -0.42 E,~0.51 personal computer-based automatic DLTS system has been

developed and used for semiconductor devices analysis.
L oncent rmebon @3y 9x10 | 4ux10” | s.x10' | 4.6xi0"® With the interface bus that has been described, the instru-
ments such as the temperature controller, capacitance meter,
and digitizer can be appropriately chosen. Furthermore, only
the interactive BASIC language is needed for controlling the sys-

Capture Cross 1.46x107 Y7 | 1.17x1071] 1. 01x10717] 9.7x10717

Section (cmz)
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tem and processing the data, thus considerable time is saved
in data acquisition, analysis, and system setup. In general,
this system can be extended to include another automatic mea-
surement system simultaneously.

In the system, control of all instrument parameters, data
acquisition and processing, and the printed results are com-
pletely implemented during only one thermal scan. Table II
compares the automatic DLTS and boxcar DLTS approaches.
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A Noise Temperature Measurement System for
Mismatched Noise Sources

MANFRED SPAUDE, HEINZ-JURGEN SIWERIS, REINHARD REINSCHLUSSEL, aNp BURKHARD SCHIEK

Abstract—A measurement system is described which allows us to
determine the noise temperature of mismatched noise sources with
unknown reflection coefficients, The system consists of a null-balancing
radiometer extended by a circuit to compensate for the reduced noise
power emitted by the mismatched one-port. In this circuit, no passive
nonreciprocal components are necessary. Special consideration is given
to measurement errors that are caused by the correlation of the input
and output noise waves of the radiometer preamplifiers. Several
methods to eliminate these errors are described. Furthermore, a circuit
is given by which the measurement range is extended down to 0 K
without the use of cold reference noise sources. Finally, a practical set-
up, operating in the 20-40-MHz range, is described together with
corresponding measurement results.

I. INTRODUCTION

HE NOISE temperature of a one-port of unknown im-

pedance can be measured with emissivity-balanced
radiometers. Measurement systems are described in [1]-[4].
These radiometer circuits need circulators or isolators, i.e.,
passive, nonreciprocal components to compensate for mis-
matching effects.

Passive, nonreciprocal components are not available with an
acceptable performance in the typical intermediate frequency
range, e.g., below 500 MHz. Therefore, reverse noise radiation
of the radiometer receiver, which is normally correlated to the

Manuscript received June 17, 1982; revised February 22, 1984.
The authors are with the Institut fiir Hoch- und Hochstfrequenztech-
nik, Ruhr-Universitit, 4630 Bochum 1, Federal Republic of Germany.

output noise of the receiver, will cause measurement errors, if
the one-port is mismatched to the radiometer.

To avoid these errors, conventional radiometers use tuning
elements between the noise sources and the receiver [5]. This
means, however, that every change of the impedance of the
unknown one-port requires an individual tuning procedure.
Furthermore, this technique is narrow banded.

In this paper, an alternative electronic measurement tech-
nique is described, which allows us to measure the noise
temperature of a one-port of arbitrary impedance without the
use of passive, nonreciprocal components and without any
tuning procedure. This technique has been successfully tested
at 30 MHz with octave bandwidth, a typical intermediate
frequency range of many systems.

II. PRINCIPLE OF OPERATION

The basic configuration of the measurement system is shown
in Fig. 1. If the object under test connected to the information
channel has a variable, frequency-dependent, and unknown
impedance Z,y;, unequal to the real characteristic impedance
Zo, a noise power reduced by the factor (1 - |p[?) will be

received with p being the reflection coefficient as given by
Zowi~ Z
- obj 0 ) ( 1)
Zobj + Zo

The reference channel is assumed to be perfectly matched by a
load Z, at temperature T;,. The total noise powers P, and P,

0018-9456/84/0900-0263$01.00 © 1984 IEEE
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Fig. 1. Basic configuration of the measurement system.

received at port (D and port @), which are assumed to be
matched, are given by

1
kg - Af Py = Topi(1 - 1) (1-k)+ Tinlo2(1 - k)2
| +T0'K+Tref|PI2K(1—K)
1
kg - A_f Py = Trep " ko + Tip (1 - k)a+ To(1 - @). )

In (2), Top; is the temperature of the object under test, Ty is
the temperature of a variable reference noise source, T, is the
ambient temperature, and T, is the noise temperature of the
radiometer input ports. Furthermore, « is the power- coupling
factor of the two couplers and a the power attenuation of the
matched attenuator,

For a zero output of the null-balancing radiometer, the two
input powers P; and P, need to be equal, which leads to

_a-lplP(-x) a-[plP(1-x)
e R TR P Yo Ry
l1-a-«

Tin + - To. 3
ntdeha-0 T @
If the attenuation « is related to the coupling factor k by
@=1 -k, which can simply be realized by substituting the
attenuator by a coupler with the coupling factor k, (3) simpli-
fies to

Tobj=K'Tref+(1_K)Tim )

Then, without knowledge of the reflection coefficient p, Top;
can be determined from the temperature T, of the calibrated,
variable reference noise sources, and the known quantities
and Tj,. The reflection coefficient p may vary with frequency
even within the measurement band.

III. REDUCTION OF CORRELATION EFFECTS

In (2)-(4), only the reverse radiation of the radiometer input
ports, caused by the preamplifiers, has been considered. But,
in practice, the preamplifiers also produce output noise waves
Xout, Which normally are correlated to their respective input
noise waves X, (Fig. 2).

Therefore, if X;, is reflected by a mismatched object, this
correlation causes a very strong measurement error, which also
depends on both the magnitude and phase of the complex
reflection coefficient p. In order to account for the correlation
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Fig. 2. Preamplifier with noise waves.
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Re

- —
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Fig. 3. Transistor amplifier stage with reduced noise correlation.

of the input and output noise waves of the preamplifiers, an
additional term must be added to (4), yielding
Tobj =K Tree t+ (1 - K)Tin

1-« X
2. -R *X_*.L“t’. 5
(1- 1p1P)kg - AF e{” Ty ©

~ g
n'g

correlation term

The noise waves Xin and X, are related to the noise tempera-
tures Tj, and T,y by

IXin|2 =kB 'Tin Af
[Xout |2 =kp * Tout - Af.

In (5), V is the voltage gain of the preamplifier which is as-
sumed to be matched at the input and at the output and to
have perfect reverse isolation. For example, assume Tin =
300 K, Tout =300 K, |p| = 0.5, and a correlation between X;,,
and X, of 50 percent, then a maximum measurement error
of Top;, as given by the correlation term in (5), of £200 K will
occur, which is not acceptable for most applications.

In order to limit this measurement error to a sufficiently low
level, e.g., 0.2 K, even for large reflection coefficients p, the
correlation of the amplifier noise waves, or at least its influence
on the radiometer output signal, has to be reduced by a factor
of about 1000. Experimentally, the effect of the amplifier
noise correlation can be measured as follows. The two input
ports of the null-balancing radiometer are connected via a
variable phase shifter. For a continuous and slow variation of
the phase shift, the radiometer output voltage changes between
two peak values, the difference of which is a proper measure
for the correlation-induced measurement errors. Referring to
the example given above, this error voltage has to be reduced
by about 60 dB. While at microwave frequencies this reduc-
tion can be achieved by the use of passive isolators, one has
to. look for different solutions at lower frequencies. A number
of suitable methods, which have been investigated, are listed
below.

1) A proper feedback is applied to the transistor of the
preamplifier circuit. For the circuit in Fig. 3, it has been
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Fig. 5. Correlation error reduction by a 90° hybrid.

found by computer simulations, and measurements as well,
that a significant reduction of the correlation is possible by
adding the feedback resistor Rp. Only a slight increase of the
noise figure was observed.

2) Balanced preamplifiers are used consisting of two identi-
cal subamplifiers and two 90° hybrids (Fig. 4). The correla-
tion between X;, and X,y of the balanced preamplifier is
given by

Xiﬂl"l “Xowt =7 (/Xl in T Xzin)* "X iout +jX20ut)

N | =

N |~

'(X;kin *Xiout - X’g‘in * Xa0ut)- ©)
This correlation is zero if the two subamplifiers are identical,
also with respect to their noise properties. As a further ad-
vantage, balanced amplifiers guarantee lower input and output
reflection coefficients.

3) Switchable 0°/90°-phase shifters are inserted in front of
the preamplifiers. Referringto (5), the correlation term changes
its sign if the phase is switched from 0° to 90°, or vice versa.
Averaging an equal number of 0° and 90° states eliminates the
correlation term.

4) All-pass networks are inserted in front of the preampli-
fiers. Thereby, the phase of the correlation term in (5) be-
comes a periodic function of frequency and error contribu-
tions from different portions of the measurement band tend to
cancel out.

5) Matched attenuators are inserted in front of the pream-
plifiers. This will reduce the influence of the correlation, but
unfortunately, it will increase the system noise figure. Note
that the input and output noise waves of a matched attenuator
at a homogeneous temperature are not correlated [4].

6) In case of a correlation radiometer, the influence of the
correlation on the measurement result is removed by using
a 90° hybrid instead of the usual 180° type and inserting a
90° phase shift behind the preamplifier of one of the two
channels (Fig. 5). The contribution Y,, of the amplifier noise
waves to the radiometer output signal is given by

Y,=Re {XI* 'XII}
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with
Xt X ={5 P X1inV+ 370 XainV + Xy out}”
j- {% “jo'XyinV - '% P XainV + Xs out}
=-2 10"V - (Xl + 1 X5501%)
+3 (0" X5in * XaoutV* = 0" X1in " XToutV).
@

The second term of (7) is imaginary if the two amplifiers are
identical and thus Y, is independent of the amplifier noise
correlation. Except for the last method, which is restricted to
correlation radiometers, each of the correlation error-reduc-
tion techniques mentioned above can be applied to any null-
balancing radiometer.

IV. A PrRACTICAL MEASUREMENT SET UpP

In the circuit of Fig. 1 any type of a null-balancing radiom-
eter can be used, e.g., the Dicke radiometer, the Graham re-
ceiver, or the correlation radiometer. For the setup described
here, the correlation radiometer has been prefered because of
a number of advantages. In contrast to the Dicke radiometer
or the Graham receiver, the correlation radiometer does not
need any switches in front of the preamplifiers. These switches
often cause trouble since they produce spikes and introduce
additional losses which, moreover, may be different for the
two switching states. The complete system is shown in Fig. 6.

In theory, each of the techniques described in the last
section provides sufficient correlation error reduction. How-
ever, experimental investigations revealed that in a practical
system several methods have to be combined. In fact, in the
set up of Fig. 6, all techniques except the switchable 0°/90°
phase shifters have been incorporated. ‘

a) The preamplifiers have been designed as balanced ampli-
fiers with correlation-reducing feedback applied to the sub-
amplifiers. Amplifier noise correlation has been measured
with the circuit shown in Fig. 7.

From the four different switching states of the phase shifters
PH; and PH,, one can calculate the correlation of the individual
amplifiers 1 and 2 by a linear combination of the Y,, values
given in Table I. Using this measurement procedure, the noise
correlation of thé amplifiers has been minimized by a variation
of the feedback resistor Ry and, for fine tuning, the bias cur-
rents I, I, and the small capacitance C, (Fig. 3).

Unfortunately, these two techniques, i.e., the techniques
described under 1) and 2), are not exactly multiplicative with
respect to error reduction. Experimentally, a typical reduc-
tion of the preamplifier noise wave correlation by 14 dB has
been achieved, which corresponds to an error voltage reduc-
tion of 28 dB.

b) A 90° hybrid is used in front of the preamplifiers and a
90° phase shifter (PH in Fig. 6) after one postamplifier. Besides
the 6-dB error voltage suppression that any 3-dB hybrid at
this position would provide, this particular configuration
resulted in an additional reduction of about 11 dB. This value
would have been higher if the uniformity of the preamplifiers
had not been degraded by the tuning process described above.

¢) All-pass networks with about m of phase variation over
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Fig. 7. Determination of the amplifier noise correlation.

TABLE 1
OUTPUT SIGNAL Y, OF THE CORRELATOR (SEE FIG. 7) As A FUNCTION OF THE
SWITCHING STATE OF THE PHASE SHIFTERS

PH1 PH2 Yn
I | 0°| 0° [ReCy+ ReC,
1 0° | 90° |-ImCy~ ImCy
B |90° 0° | ImCy- ImCy
IV | 90° | 90° | Re Cy - Re C,
Cy =XtnX1out  C2=X3in Xz0ut

the measurement band 20-40 MHz are inserted (Fig. 6). De-
pending on the phase variation of the one-port under test,
this leads to an error voltage reduction of at least 14 dB. This
result was confirmed experimentally. This value is indepen-
dent of the other error reduction techniques applied.

d) Finally, 3-dB attenuators are inserted in front of the
90° hybrid (Fig. 6) . In accordance with the theory, 6 dB of
error voltage reduction is observed. This value is also multi-
plicative to the reduction factors achieved by other methods
if the isolation of the 90°-hybrid is high enough. The input
matching is improved by the attenuators, but of course the
noise figure of the system increases.

To avoid additional noise correlation contributions by the
lossy and, in practice, not perfectly matched components in
front of the preamplifiers, e.g., the 90° hybrid, it is necessary
to keep all these components at one homogeneous tempera-
ture, for convenience at ambient temperature Ty [4, fig. 41].
Therefore, the noise temperature Ty, of the preamplifiers,
which normally is about T4/2 - - To/3 has to be artificially
raised to the ambient temperature T,. This is done by a
proper addition of noise from the noise sources at temperature
T, via 20-dB couplers (Fig. 6). A homogeneous temperature

correlator. The switching frequency f; was chosen as 1 kHz.
Thus, the correlator output yields a 1-kHz signal, which, after
sufficient amplification, is detected by a phase-sensitive detec-
tor. This detection method eliminates offset problems and,
as a further advantage, allows us to use a simple mixer instead
of a multiplier as correlator. Details will be given in the
Appendix. This proves to be an important technical simplifi-
cation, since a precision multiplier might pose a problem at
high frequencies. The switchable 0°/180° phase shifter is
uncritical because of sufficient preamplification.

Besides the correlation-induced measurement errors, the
nonideal properties of the components may lead to additional
minor errors. For the system described in this section, a total
temperature resolution better than 1 K could be achieved.
The absolute accuracy is determined by the accuracy of the
reference noise sources.

V. NoOISE MEASUREMENT SYSTEM WITH AN EXTENDED
TEMPERATURE RANGE

The measurement system as shown in Fig. 6 needs two
uncorrelated calibrated reference noise sources with good
tracking and variable temperature Ty, With standard noise
sources, the measurement range is limited to noise tempera-
tures above ambient temperature To. In the following, a
modification of the measurement system will be described
which extends the temperature range to 0 K without the
necessity of cooling. Although this method will be explained
for the mismatch-compensated correlation radiometer, it ap-
plies equally well to the Dicke radiometer and the Graham
receiver. The measurement system shown in Fig. 1 is ex-
tended by an auxiliary noise source at temperature T, a
matched coupler with the power coupling factor k, in the
information channel, and two matched attenuators at ambient
temperature T, with the power attenuations a; = 1 - k; and
a; =1 - k, (Fig. 8).

Setting T;, = To, the total noise powers P; and P,, received
at port (D and port (@), respectively, are given by
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P = T ) (- k) (- k3)
+ Trer * 1017 (1- K1) (1 - K2)
Ky + Taux " K2 + To[lpI? (1 - k2)?
“(1-k1)* +(1-ka) Ky +1pf
“(1-k1)% - (1-Kk2) k2]
_IE;I—ATf— Py = Tree - k1(1- k1) (1 - K2)

+To[(1-k1)? - (1-Kk2)* +(1- K1)

“(1-K2) Ko +(1-ka) Ky tka].  (8)
Equating the noise powers P; and P, at ports (D and @ of
the radiometer leads to

Tovj = K1(Tret = To) + To = (Taux = To)

K2
(A-1pP)A-k1)(A-k2) '
The measurement is now performed in two steps.
Step I) The reference temperature is set to ambient tempera-

ture Trer = To, the radiometer is balanced by varying Toux
resultmg in Taux, and

&)

Ka
A-1p)A-k)A-K1)
(10)

Step IT) The excess noise temperature Ty, - To is increased
by a factor n giving

TI - To =n - (Thyx - To)-

The radiometer is balanced by varying Tyes to Tper = T, ,Ielf
Thus, (9) becomes

Tobj =To - (T;ux - To)-

Tobj = (T - To)ky + To - n(Tayx ~ To)
K2
. . 11
(1- 1) (1 - k1) (1-k2) (L)
Multiplying (10) by n and subtracting (11) yields
Tovj =To -~ - (T - To). (12)

A suitable factor is # = 2, which can be realized by inserting a
3-dB attenuator at ambient temperature To in front of the

267

8

(U]

=
o

~
o

(3) (2)

20

relative error of measured temperature[%]—=
@
o

0 e
0 02 04 06 08 10
power reflection coefficient [p|? —e

Fig. 9. Relative error of measured temperature versus the power reflec-
tion coefficient |p|%: 1) Radiometer with no mismatch compensa-
tion, 2) Mismatch compensated radiometer at Top; = 600 K; 3) Mis-
match-compensated radiometer at Top; = 77 K.

=
o

o
o

o
~

effective noise-temperature Tett/ To —
o o
(=2} @

(=]

'50 02 04 06 08 10

diode current ipin mA —=

Fig. 10. Effective noise temperature Tesr of a Schottky-diode (Siemens
‘BAS 40-02) versus the diode-current ip.

auxiliary noise source. Then (12) takes the more simple form
Toj=To - k1(Thet - To) (13)

The auxiliary noise source at temperature T,,, does not need
to be calibrated, but simply has to be variable and stable during
the measurement procedure.

If, in Step I), no null-balancing is possible, it follows that the
object temperature Ty is above the ambient temperature To.
Then T,y is set to Ty and Toy,; will be determined by (4) with
Tin=To

Tovj =1 * (Tieg = To) + To.

14)

V1. MEASUREMENT RESULTS

The noise temperature measurement setup has been tested
with a calibrated noise source at temperature Ty as the object
under test. The reflection coefficient was varied by a variable
parallel capacitance. This will not change the object tempera-
ture. Depending on the capacitance, the magnitude of the
reflection coefficient |p| can take values between 0 and 1.

Measurements have been performed at object temperatures
of Top; =77 K and Tp; = 600 K to prove the applicability of
the set up at temperatures below and above the ambient tem-
perature. The relative errors AT/Fp,; of the measured temper-
atures versus |p|? at 30 MHz are shown in Fig. 9.

Compared to a conventional radiometer with no mismatch
compensation, the improvement is obvious. For example,
at |p|?> =0.5, the absolute error AT is only 3 K for Top; =
600 K. As an example for a practical application, the effective
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noise temperature Tog of a Schottky diode has been measured
as a function of the diode-current iy, (Fig. 10).

The measurement results (Fig. 10) are in agreement with the
theory [7], predicting a temperature of T, /2 under ideal con-
ditions, with Ty being the ambient temperature. The dif-
ferences are caused by the ideality factor n>1 and the
spreading resistance of the Schottky diode.

VII. CONCLUSION

The proposed system for noise temperature measurements
on mismatched one-ports has a number of advantages com-
pared with conventional measurement techniques:

1) No nonreciprocal passive components are used.

2) Measurement errors caused by the “reverse noise radia-
tion” of the preamplifiers are independent of the reflection
coefficient of a mismatched object and need to be considered
only once during the initial cahbratlon of the measurement
system.

3) The correlation of the input and output noise waves of
the preamplifiers causes no significant measurement errors.

4) The measurement system can be applied in a wide fre-
quency range, even down to a few megahertz.

5) The measurement system can be applied in a wide tem-
perature range, even below the ambient temperature without
the use of ““cold” reference noise sources.

Thus, the proposed system is expected to be useful for a
number of applications in the industrial, scientific, and medi-
cal fields. :

APPENDIX

The correlator of the correlation radiometer has to produce
a zero output if its two input signals x, () and x,(7) are not
correlated. Theoretically, this is easily achieved by using a
multiplier followed by a low-pass filter or an integrator yield-
ing the mean value (y) of the multipher output signal. How-
ever, besides the product x; - x,, the output signal of a real
multiplier usually contains additional terms, and the mean
value, which in general may be described as

y=>
m =0
is not necessarily zero for uncorrelated input signals, as will be

shown in the following.
The mean values {(x*

> o - 67 - 3D (A1)

0 n=0

- x7) can be computed from the char-

acteristic functions of the input signals, e.g., [6]. For uncor-
related Gaussian noise, this leads to
1 dm 1
(xi” ~x§')=}m—+; [d m Xp (—5 (xl) vl)
dan 1
L exp (-—- <x;>-vg)] (A2)
dvg 2 /d)v,=v,=0

with j denoting the imaginary unit.

The nth order derivative of a function e®” is given by
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a" av? av? k a* n! n-2k
- = . —_—— ——— . A3
ar ¢ ¢ ,ﬁf«o PRETEET TR (A3)
with
i g—, if niseven
(n-1)/2, if nisodd.

From this, it follows that (x{" - xJ') is zero for all combinations
of m and n, except those where both m and » are even. Setting
m =2k and n = 2/, the final result for the value () is

IR =@ -@n!
0= 2 K o it

S(O)F (). (Ad)

Thus, in the case of a nonideal multiplier, a dc error signal will
occur at the correlator output, which depends on the power
level of the input signals.

Now, if a periodically switched 0°/180° phase shifter is in-
serted in one of the radiometer channels, the cross-correlation
coefficient {x; * x;) of the input signals and, as a consequence,
the associated correlator output signal are periodic functions
of time. On the other hand, the dc error signal given by (A4)
remains unchanged. If a phase-sensitive detector is used to
detect the ac part only, the error signal is eliminated and, even
with a nonideal multiplier, the output of the correlator is
exactly zero for uncorrelated input signals. Moreover, it is not
necessary to use a multiplier. Any circuit relating the input
signals according to the very general expression in (A1), e.g.,
a Schottky diode mixer, can be used. This simplifies the
realization of the correlator, particularly at high frequencies.
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The Precise Measurement of RF Power and Voltage
Using Coaxial Calorimeters and
Microcalorimeters

DAVID L. HOLLWAY, SENIOR MEMBER, 1EEE, AND WALTER MULLER, MEMBER, IEEE

Abstract—Automated calorimeters and microcalorimeters used by the
CSIRO Division of Applied Physics as primary standards of radio fre-
quency power and voltage and for measuring the effective efficiency of
bolometer mounts are described. Methods for evaluating corrections
from computer models of the thermal and electrical circuits and results
of measurements and intercomparisons are presented.

I. INTRODUCTION

HE DEVELOPMENT of primary standards of RF power

and voltage at the Division of Applied Physics began in
1972 with the construction of a twin-load calorimeter based
on existing designs [1]-[6]. This, and the later microcalorim-
eters, were designed to be fully automated, with software re-
placing hardware wherever possible. A full description of these
systems is beyond the scope of this paper, but is available else-
where [7].

The invention by MacPherson and Kerns [8] in 1955 of
the microcalorimeter [9], [10] method for measuring the ef-
ficiency of waveguide power mounts was an important innova-
tion in RF calorimetry, but its advantages still are not widely
recognized. It isa single-step procedure—the efficiency is found
in a simple way from temperature measurements and as the
power mount remains in one position, fully automated mea-
surements may be continued for long periods without inter-
vention.

It is more difficult to use the microcalorimeter method for
the calibration of coaxial-line power mounts than for waveguide
mounts, because corrections for heat flow in the inner line
must be evaluated. Possibly for this reason, coaxial microcalo-
rimeters do not appear to have been used previously.

Seven- and 14-mm coaxial line microcalorimeters have been
used by the Division, chiefly for calibrating standard power
mounts. The coaxial calorimeter power standard is used for
calibrating standard thermal converters and standard power
mounts. Comparisons between calibrations made with the
microcalorimeters and the power standard provide a valuable
check for systematic errors.

Manuscript received February 28, 1983; revised April 6, 1983 and
January 25, 1984.

The authors are with the CSIRO Division of Applied Physics, Sydney,
Australia, 2070.

II. CoaxiAL MICROCALORIMETERS

Power-measuring mounts incorporating thermistor or barret-
ter elements! which are held at a constant resistance by an
external circuit, may be calibrated by the microcalorimeter
method. Usually the circuit is a self-balancing dc bridge having
the thermistor element in one arm, so that when RF is fed in,
the bridge reduces the dc power by an amount almost equal to
the RF. Usually, more RF than dc power is lost in the mount
before reaching the thermal element, so that the mount tem-
perature tends to rise slightly when RF is applied. This increased
heating is balanced by the microcalorimeter system and used
to evaluate the effective efficiency, defined as the retracted dc
power divided by the total RF power flowing into the mount.

A coaxial microcalorimeter [11] is shown diagrammatically
in Fig. 1. Two similar thermistor mounts, attached to 100-mm
lengths of thin-walled 7-mm precision coaxial lines, are con-
tained in a cylindrical aluminum chamber divided by a central
partition. The thin lines are of nickel-silver, 0.125 mm thick,
dimensioned to match APC-7 connectors. The inner chamber
is surrounded by a cylindrical copper container having hollow
walls filled with water and sealed. Thin-walled coaxial lines
150 mm long join connectors in the top cover. The container
is surrounded by a layer of foam thermal insulation and by
walls and floor built from rectangular plastic containers filled
with water and sealed. The whole construction is housed in a
wooden box about 1 m high, which is lined with thermal in-
sulation and an electrostatic screen.

The RF and dc cables provide a thermal path between the
microcalorimeter and the outside environment. To reduce
temperature variations caused by changes in the ambient tem-
perature, the cables within the box are coiled between layers
of sealed, water-filled containers (Fig. 1). As errors can be
caused by moisture [13], the humidity of the interior is
monitored. .

The temperature difference between the mounts is measured
by a 252junction thermopile in thermal contact with the shells
of the RF input connectors of the mounts and a thermal shunt
is provided where the thermopile conductors pass through the

1 The methods described in this paper apply to the calibration of
power-measuring mounts incorporating either thermistors, which have a
negative, or barretters which have a positive, temperature coefficient.
For brevity, only thermistors will be referred to throughout the text.

0018-9456/84/0900-0269$01.00 © 1984 IEEE
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Fig. 1. The coaxial microcalorimeter shown diagrammatically in cross-
section. (The thermistor heads TH are in vacuum flasks VF in separate
compartments of a thick aluminium cylinder CC, in an outer, water-
filled cylinder CO surrounded by water-filled containers WFC and
thermal insulation TI. TC-Thermopile leads. TL—Thin-walled co-
axial lines. S—Metal screen.)

central partition, to prevent transfer of heat between the
mounts. A wide-mouthed vacuum flask is positioned around
the mount as shown in Fig. 1 to ensure that all the heat
produced . in different parts of the mount can escape only
through the coaxial line connector, where the temperature
rise is sensed by the thermopile. The dc leads are thermally
shunted to the walls of the inner and outer chambers.

Microcalorimeter calibrations are made by the automated
equipment shown in Fig. 2. The active thermistor forms one
arm of a precise, self-balancing bridge. When switch S1 is
closed, the resistor Ry shunts the upper arm and so augments
the power fed to the mount. At all times during measurements,
the thermopile voltage is kept backed-off by the computer as
shown in Fig. 2. The null is sensed by a galvanometer nano-
voltmeter and precautions are taken to shield the low-level
circuits and to avoid thermals. All dc measurements are
made by a multiplexed seven-digit DVM interfaced to the
computer.

Before beginning a calibration, the system is run for 24 h to
reach a steady temperature. A calibration is made by supplying
RF to the mount for 3 h, followed by 3 h off, for a total of
18 periods. Bridge voltage, thermopile voltage, ambient tem-
perature, and RF level are measured at 1-min intervals. The dc
power fed to the mount is computed from the bridge voltage.
Mean values are stored 12 times/h. The computer also provides
an expanded chart record of the key quantities.

The bridge shunt R (Fig. 2), which is switched on when the
RF is off, is chosen so that there is very little change in the
temperature of the mount between the RF-on and RF-off
conditions. The bridge voltage when unshunted is measured
twice every hour. The results are analyzed in a separate pro-
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gram which applies the necessary corrections and computes
the effective efficiency.

A. Computing the Effective E. fficiency

The powers, thermopile voltages, and thermistor bridge volt-
ages for the three conditions measured are shown in Table I.
When the RF is applied, the total power heating the mount
and contributing to the thermopile voltage U, is the RF power
P; entering the mount, the remaining dc power P, from the
bridge, and a fraction g of the RF power P; which heats the
thin-walled lines. Therefore

U, = k(P, + P + qP) 1

where k is a constant of proportionality.

When the RF is off, only P, contributes to the thermopile
reading U, and therefore U, = kP,. The shunt resistance Ry
(Fig. 2) is chosen so that U, is almost equal to U,. Therefore,
when the microcalorimeter temperature has become stable
and the system is free from drift, (U,/U,)P, =P, + P, +qP,.

If we define d = qP,/P;, then

= (U/Up)Py - P,

P
4 1+d

(2

The dc power retracted by the bridge in order to keep the
thermistor resistance constant is P; - P,, and the effective ef-
ficiency 7, is defined as

Ne = (Pd - Pr)/Pt- (3)
Therefore, on substituting (2) into (3)
ne=(Pd“Pr)(l +d)/{(Ur/Ub)Pb _Pr}~ “

The dc powers Py, P, and P, are computed from measure-
ments of the bridge voltages and a knowledge of the loop re-
sistance R, of the leads between the bridge and the thermistor
mount. If R, is the bridge arm resistance and » = Ry/R,, then
when the switch S1 is open, P = (E2/4R,)(1 - b) and P, =
(E?/4R,)(1 - b). When S1 is closed, E}[2 appears across the
shunt R in parallel with R,. If a=R,/R;, the dc power in
the thermistor becomes

Py, =(E}/4R,)(1 +a) {1 - b(1 + a)}. ©)

If we define s = (1 +a) {1 - b(1 +a)}/(1 - b) and the expres-
sions for Py, P,, and Py, are substituted in (4), then

. EF-EH(1+a)
© (UUp)SER - B}

B. Corrections for Losses in the Input Coaxial Lines

(6)

Unlike a waveguide microcalorimeter in which most of the
heat flowing towards the mount in the input guide may be
diverted to a large thermal sink, the coaxial line microcalorim-
eter has an inner conductor which not only provides a path
for heat flow from the outside environment but is heated by
RF losses. A correction must be made for that part of the heat
produced by losses in both the inner and outer thin-walled
lines which reaches the mount. The task is to evaluate d (e
and (6)) from dc to the highest frequency.



HOLLWAY AND MULLER: MEASUREMENT OF RF POWER AND VOLTAGE

R RELAY
- - DRIVERS
COMPUTER
PRECISE
DVM
STABILIZED
RF MULTIPLEXER
SOURCE

271

I
STABLE |

/ ISOLATION AMP
|

D/A

MATCHED
LOAD

THERMISTOR =T |

POWER HEADS |

COAXIAL
MICROCALORIMETER

Fig. 2. Simplified diagram of equipment used for calibrating power-
measuring heads using the automated microcalorimeter.

TABLE I
SoME SYMBOLS USED IN DETERMINING THE EFFECTIVE EFFICIENCY
DC ONLY, RF OFF. RE ON.
QUANTITY. S1 OPEN.| S1 CLOSED S1 OPEN
Thermopile voltage: - Up U,
Voltage across themmistor bridge: Egq B, E,
Dc power in thermistor: Pa Py, P
Rf power into thermistor mount. - - Py

The attenuation o, of the input lines is the ratio of the RF
power entering the mount to that entering the input port of
the microcalorimeter, therefore

a, = Ps/(P; + Pp)
and we may write d in terms of @, as
d=q(1- a)le;.

The attenuation a, has been measured by conventional
methods between dc (or 50 Hz) and 6 GHz for the 14-mm,
and 12 GHz for the 7-mm microcalorimeters.

In order to calculate g as a function of frequency, the input
lines, connectors, insulating beads, and air spaces are considered
to be divided into small elements termed “segments,” and the

thermal circuit is modeled by a network composed of the ther-
mal resistances of the segments [7]. In the model representing
the 7-mm microcalorimeter, there are 94 segments conducting
heat between 49 nodes. Fifty of the 94 segments carry RF cur-
rent and these both generate and conduct heat. The segments
are made sufficiently small to be regarded as ‘“‘lumped” ele-
ments for both thermal and electrical computations and to allow
heat flow to be considered either purely axial, as in segments
of the thin-walled lines, or purely radial, as in the annular in-
sulators and spaces between the lines.

The RF segments may have up to three conducting layers.
Up to 13 items of data are associated with each segment, in-
cluding the dimensions, the thicknesses of the layers, and ref-
erences to their thermal and electrical conductivities. The
thermal resistances of all the segments are computed and then,
from the resistive network, a “thermal gain” is computed for
each RF segment. The thermal gain of a segment is defined as
the fraction of the heat developed in that segment which reaches
the mount being calibrated. Thermal gains vary from almost
zero for segments near the input, to nearly unity for those near
the mount.

The next step is to compute the RF resistance of each con-
ducting segment, and the total resistance of each line. For this,
use is made of a skin-effect program [12]. The resistances are
computed first at SO Hz and compared with measured values.
The two are brought into agreement by a change (of a few per-
cent) in the selected value of the resistivity of the material of
the thin lines. Segment and line resistances are then computed
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Fig. 3. The coaxial power standard shown partially dismantled. MT-
Matched terminations. TP—200-junction thermopile. CC—Cylindrical
aluminium chamber containing terminations shown with upper half
and end removed. AC—Aluminium cylinders surrounding connectors.
TL—Thin-walled coaxial lines.)

for 30 or 40 frequencies. Measured values of the resistances of
the two lines R; and R, are derived from the power ratios
a; and a, by the approximations?

Ry =-Z, In(0y)
and
Rz = —ZO ln (az).

The computed resistances of segments in line 1 then are mul-
tiplied by a correction C; =1 + k;+/f and those in line 2 by
C, =1 +k,\/f, where k, and k, are chosen to make the com-
puted line resistances equal to R, and R, at the highest fre-
quency. In practice, only small corrections are needed and these
provide agreement over the whole frequency range; for example,
for the 14-mm microcalorimeter k; = 0.00066 and k, = 0.0012
when f is in megahertz. Finally, the line resistance effective in
heating the mount R is computed. This is the sum over all
the segments, of the products: segment resistance x thermal
gain.

The following results for the 14-mm microcalorimeter show
the magnitudes of these quantities at 6 GHz. For the 100-mm
nickel-silver line connected to the mount, R, = 0.46 Q, Regg =
0.229 Q, g, =0.498, and for the 150-mm stainless-steel input
line R, =1.27 Q, Regr =0.0057, and g, =0.0045. For both
lines in tandem, the value of g is: 0.136 and Rg = 0.234.

III. CALORIMETER POWER STANDARDS

One of the twin-load coaxial calorimeter power standards is
shown partially dismantled in Fig. 3. It consists of two similar
resistive matched loads enclosed in a thick-walled cylindrical
aluminum chamber of which only the lower half is shown. Co-

2The (voltage) attenuation constant of a uniform line of resistance
R’ Q/unit length, negligible conductance, and characteristic impedance
Zy is approximately: R'/2Zy) Np/unit length. Therefore, the output/
input power ratio ay = exp (-R/Zy).
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axial lines composed of nickel-silver tubes 0.126 mm thick,
dimensioned to match GR-900 lines, connect the loads to the
input ports. A 200junction copper-constantan thermopile is
attached between the loads, which are separated by a thermal
barrier. The lines and inner chamber are enclosed in a thick-
walled aluminum case.

Before construction began, the thermal performances of dif-
ferent designs were computed from models composed of net-
works of thermal resistors and capacitors. An objective was to
reduce the thermopile output produced by heat from the en-
vironment flowing to just one of the input ports or to parts of
the outer case. The results showed that good thermal contact
between the outer shells of the Type-900 connectors and the
bulkheads was essential. To achieve this, while still allowing
for the line assemblies to be removed intact for attenuation
measurements, the connectors have been machined to increase
their area of contact with aluminum cylinders, shown in Fig. 3.

When the RF loads fitted originally were operated on dc,
problems were caused by the Peltier effect. This was overcome
by changing to loads electrically similar to GR-1641 50-Q
terminations. In these, the resistors are small, coated prisms,
about 2 mm wide, pressed into thermal and electrical contact
with the end face by an extension of the inner conductor.
Small tuning screws allow the reflection coefficient to be re-
duced below 0.007 at frequencies up to 7.5 GHz. The power
standard will accept input powers of up to 100 mW. It is used
in a screened laboratory held to a constant temperature within
+0.5°C and is protected from air currents by a wooden enclo-
sure. When connected to fixed devices, it is floated on springs
to avoid stressing the connectors.

A. Operation of the Power Standard

In a typical measurement, a highly stabilized RF source of
10 mW is connected through the two coaxial relays to the mea-
surement port as shown in Fig. 4 and the computer begins a
procedure to establish a fine three-way thermal balance be-
tween the RF, the periodically reversed dc (prdc) substituted
for the RF in the measurement load, and the dc fed to the bal-
ance load.

As the first step, the computer switches RF into the mea-
surement port and adjusts the balance dc for nearly zero out-
put from the thermopile. The next step is to switch the mea-
suring port from RF to prdc and, with the balance dc constant,
to adjust the prdc for zero thermopile output. The power
changes needed to balance the system are predicted from the
slopes and positions of straight lines fitted by least squares
through the thermopile voltages.

Having established a coarse balance, it now begins alternating
between RF and prdc into the measuring port while adjusting
the prdc for equal heating of the measuring load and trimming
the dc in the balance load for zero thermopile output. This
stage lasts until the whole system settles down to a steady tem-
perature distribution, which may take one-half h, or more, if
conditions are unsteady. As the system approaches balance,
the cycle times are gradually increased until they equal those
used during calibrations.

When the balance has been held within limits for a given pe-
riod, the dc into the balance load is held constant and the com-
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Fig. 4. Simplified diagram of equipment used for the measurement of

RF power with the coaxial calorime

TABLE 11
SyMmBoLs USED IN EVALUATING CORRECTIONS TO POWER MEASUREMENTS

Quantity Prdc half-cycle Rf half-cycle

Power at coaxial line input: Pig Piy
Power entering termination: Peg Piy
Power lost in coaxial line: P13 Pir

Attenuation (power ratio): X g = Pa/Pig

Thermopile voltage: Ug

puter begins the calibration by establishing a fine balance be-
tween the prdc and RF applied to the measuring load. Typically,
in this condition the dc and RF powers and the thermopile
voltage are measured every 6 s, the dc in the measuring load is
reversed every 36 s,and a dc/RF substitution cycle occupies 720
s. Mean values of the RF and prdc powers are printed out and
stored after each cycle. A correction, which is usually less
than 1 uW, is made for any changes in the thermopile voltage
between the RF and prdc heating periods. If possible, calibra-
tions are performed overnight when conditions are more stable.

B. Corrections to Power Measurements

To find the RF power at the input to the measuring line in
terms of the measured prdc input, let the variables shown in
Table II denote conditions during the prdc and RF half cycles.

To reduce the time needed for each power measurement, a

ter power standard shown in Fig. 3.

cycle time of 12 min is used for the calorimeter power standard,
compared with 360 min for the microcalorimeter. In this
shorter period, the heat flow to the termination from the thin
lines does not reach a steady state during either the prdc or
RF half cycles. If g is (as before) the fraction of the heat flow
from the line loss which would reach the termination in the
steady state, let gh denote that fraction of the heat produced
during one-half cycle which reaches the termination during the
same and later half cycles of the same kind. The remainder
q(1 - h) arrives during half cycles of the other kind.

The thermopile voltages U; and U, are proportional to the
total amounts of heat reaching the termination during the prdc
and RF half cycles respectively, therefore

[Ptr +Pquh +Pldq(1 - h)]/Ur ‘
= [Pig + Pigqh + Piq(1 - 1)]/Uq.

On substituting P;g = Pig(1 - a4) and Py, =P;, (1 - o), the
input RF power is given by
] o

agU, + (1 - 0g) {qhU, - q(1 - h) Uy}
o Ug +(1- o,){qhUs- q(1- m)U,}

At thermal balance, Uy differs from U, by less than 1 part in
10 000, which may be neglected in the (1 - h) terms, giving
U [ad +(1-a3)qQh- 1)]
Ug Lo, +(1-a)qr-1 1"
If R, is the resistance of the termination and R;4 is the dc

resistance of the loop formed by the inner and outer coaxial
lines, then ag = R4/(R; + Ry4). The values used at present are:

Py =Py [

Pb‘=Pid

®
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R;=50.094 Q, R;3=0.034 Q, and ¢ =0.170. For a cycle
time of 12 min, 4 = 0.64.

The value of g has been found by the methods already de-
scribed for the microcalorimeter and by experiment. In one
measurement of g and 4, a thin silver disk shortcircuit was in-
terposed between the load and the input line and a thin wire
was connected to the inner line of the termination. Prdc or 50
Hz was then fed to the loop formed by the input lines during
the half-cycle normally heated by RF. The power in the ter-
mination, needed for balance, was then found by the computer.

In other tests to find 4 as a function of cycle time, a constant
RF power was measured with cycle times ranging from 200 to
2000 s and similar tests were made using the thermal converter
technique, described later. High frequencies were used because
there is less heating from the input lines at lower frequencies.
This work is continuing, for at present there is a discrepancy at
6 GHz which increases smoothly to 0.1 percent when the cycle
time is reduced from 1200 to 240 s.

Corrections to the power measurements resulting from in-
strument and component calibrations are included in the control
program. These include a small correction for the heating time
lost in switching during dc reversals. For the mercury-wetted
relays used, this is 1.12 ms/cycle.

IV. CALIBRATION OF THERMAL CONVERTERS

A major function of the power standard is the calibration of
the Division’s standard thermal converters. The use of a calori-
metric power meter as a primary standard of RF voltage is not
new [14]; however, in the present method the power standard
is not used as a calibrated voltmeter, but is maintained in the
condition of dynamic balance already described, to establish a
known ratio between the RF and prdc voltages at the measuring
port of the power standard. During calibration, the thermal
converter is connected in parallel with the power standard by
means of a coaxial tee connector and the same RF and prdc
inputs are fed to both the power standard and thermal converter.

The central plane of the tee, perpendicular to the symmet-
rical arms, is the common voltage reference plane and correc-
tions must be made for the coaxial line elements between this
plane and the measuring port of the power standard.

The RF-dc difference of a thermal converter is defined as

8 = (ERF - Eu)/Eu (9)

where E), is the prdc input at a specified reference plane which
would give the same output from the converter thermocouple
as the RF input Exp.

During calibration, the voltages applied to the reference plane
of the converter are Ery, and the prdc input E4. needed to
balance the calorimeter. Uryp and Uy, are the corresponding
voltages from the converter thermocouple (Fig. 5).

The relationship between E, and E4. must be established by
making a dc calibration of the thermal converter, which copies
the dynamic conditions existing during calorimeter balance,
but with £, replacing Ery to produce output Urp. This cal-
ibration evaluates a parameter N where

N=(AUID)/(AEIE)

=(UrF - Uao) E,/(E, - E4c) Uy (10)
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so that
Ey = NURpEqc/(Uge + (N - 1) Ugp).

On substituting E,, in (9), the RF-dc difference is given by
5= [l + Yae - URF]

NURF

The parameter NV is used in the normalized form (10) because
it is less sensitive to changes in operating conditions than AU/
AE would be. Thus, only one value of N is needed for each
cluster of results. '

In practice, one or more adaptors must be used to connect
the thermal converter to the power standard. The RF voltage
at the reference plane Fxy then must be computed from the
RF voltage at the input port £}, and a knowledge of the param-
eters of the adaptors. Ej, is found from the input power P;,
(see (8)) and the measured value of the impedance of the input
port R; +jX;. On substituting P, = E2 R;/(R? + X?) and Py =
Efal(Rig + R,) into (8)

- Ey /Ur (Ri2 + Xiz) {Rt +q(2h - I)Rld}
" Ria +Ry) UgRi{e, +q(2h- 1)(1 - a,)}

(12)

ERrp
Edc

- 1. (11)

A. Adapator Corrections

E;q is found from the measured prdc voltage E 4, by correct-
ing for the dc resistance of the adaptor R,y

Eia =E4c(Rig + Ry)/(Raq + Ryg + R,). (13)

To find ExF, the adaptor parameters are entered in a program
used to analyze the results, which then selects an algorithm for
the particular configuration and includes minor corrections for
step capacitances and the change in characteristic impedance
caused by skin effect. If the adaptor consists only of a length
x of uniform line, the major part of the correction is given by

ERF = E; (exp (7x) +Texp (-7x))/(1+T) (14)

where T, the reflection coefficient at the calorimeter input, and
7vx are found by measurement. The RF-dc difference is then
found by substituting Er and Eg4 in (11).
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Fig. 6. The effective efficiency of a typical thermistor power-measuring
head. The measurements were made in the coaxial microcalorimeter.

V. ACCURACY AND RESULTS

The uncertainty associated with RF power measurements in-
creases rapidly with frequency, and is difficult to estirhate.
The thermal balance, thermopile, and dc measurements contrib-
ute little to the uncertainty in the gigahertz range, but inter-
comparisons between the calorimeters show that an adequate
allowance must be made for systematic errors. For example,
although measurements of the same mount made at 8 GHz by
the 7- and 14-mm microcalorimeters agree within £0,1 percent
at the 10-mW level, in some tests these have differed from the
power standard by 0.4 percent. At 8 GHz, the estimated un-
certainty is 0.5 percent when not limited by the performance
of the instrument being calibrated.

An example of the calibration of a thermistor mount (HP
8478B and Type 900/N adaptor), made in the 14-mm calorim-
eter, is shown in Fig. 6. As described earlier, each measure-
ment requires at least 18 three-hour periods and the complete
calibration takes some months. (

The methods described for thermal converter measurements
were used in International Intercomparisons of voltage: at 1
MHz [15] in 1974 and 1977 and at 100, 250, 500, and 1000
MHz [16] in 1981. The estimated uncertainties for these mea-
surements varied from 0.01 percent at 1 MHz to 1 percent at
1 GHz.

V1. CONCLUSIONS

Calorimeters and microcalorimeters have been designed and
constructed as standards of RF and microwave power and volt-
age. They are used with associated equipment of high precision
to form the basis of the Division’s calibration service. The
equipment is computer controlled and after initial setting-up
can be left unattended. Corrections and sources of error have
been analyzed and evaluated. From the results of intercom-
parisons between the calorimeters and microcalorimeters and
from International Intercomparisons, it appears that there are
no large systematic errors.
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Optimum Form of Capacitive Transducer for

Displacement

Measurement

MASAHIDE HIRASAWA, MITSUNOBO NAKAMURA, AND
MAKOTO KANNO, FELLOW, IEEE

Abstract—A comb-shaped capacitive transducer for displacement mea-
surement is used as a manufacturing machine controller, a step-and-repeat
camera, and an electrical micrometer. In this transducer one of the
comb-shaped electrodes is fixed and the other is moved parallel to it.
For an accurate measurement it is desirable to increase the difference
between the maximum and the minimum values of the capacitance. It
has been reported that putting dielectric protective layers on the sur-
faces of the electrodes effectively increases that difference. To find the
optimum form of the transducer, a simulation based.on the finite-ele-
ment method is introduced, and the simulation is experimentally verified,
To achieve the optimum form, the distance between the electrode must
be made as narrow as possible, and the width of the tooth should be
20 ~ 30 percent of one pitch. The effect of dielectrics put in the
capacitor is also discussed.

I. INTRODUCTION

ISPLACEMENT MEASUREMENT with a comb-shaped

capacitive transducer depends on purely électrical means
[1]. It is simpler in structure and more economical than an
optical method [2] or a microwave interferometer [3]. The
transducer is composed of two comb-shaped electrodes. One
of them is fixed and the other is movable. While the movable
electrode moves parallel to the fixed one, the measured capac-
itance value changes nearly sinusoidally. The displacement
measurement is primatily derived by counting the number of
the peaks caused by the change. Therefore,the resolving power
of the transducer is determined by the pitch of the teeth of
the comb. To obtain the best signal-to-noise ratio, the ampli-
tude of the capacitance change should be as large as possible.

In this paper, the optimum form of the transducer is discussed.
The best width for the teeth of the comb, previously set at
half of the pitch [1], is investigated. The effect of the gap size
between the two electrodes and the effect of dielectric protec-
tive layers are also considered.

For these purposes, a simulation based on the finite-element
method (FEM) was performed to get the optimum form of the
comb-shaped capacitor. The experiments on the macro scale
design were carried out and the results are discussed. A large
model is used to simplify the measurement.

II. FINITE-ELEMENT METHOD (FEM) FOR
CALCULATION OF CAPACITANCE

Several references are presented on the FEM for électromag-
netic field problems [4]-[7]. Here the calculation of capac-
itance is briefly discussed. For simplicity, only the two-dimen-
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Fig. 1. Cross section of a comb-shaped capacitor.

sional (2D) problem is dealt with, because the model for the
comb-shaped capacitor can be treated two dimensionally.
The total energy W of a capacitor with capacitance C is given
by
=icvi= %ffe(grad $)? ds €))
where V' is the voltage applied to the capacitor, € is the per-
mittivity, ¢ is the potential, and the integration is over the entire

2D space. By the variational principle the upper bound C' on
Cis

f f e(grad ¢,)? ds
cscC'= 3

@

where ¢ is a trial function for ¢.

The 2D domain is divided into many triangular elements and
a linear trial function for each element is used. Then an ap-
proximate upper value C' for C is computed.

III. NUMERICAL RESULTS

The cross section of a comb-shaped capacitor is shown in
Fig. 1. Of the two comb-shaped electrodes, one is fixed and
the other is movable. Both have the same pitch. Here a and b
are, respectively, the width of one tooth of the fixed electrode
and the width of one tooth of the movable electrode, p is the
length of one pitch, and d is the distance of the gap between
the electrodes. The movable electrode moves parallel to the
fixed one. The discussion begins with the electrodes which
have no dielectric layers.

In this model the potentials u on the electrodes are given as
follows:

0018-9456/84/0900-0276$01.00 © 1984 IEEE
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Fig. 2. Representative example for the change of capacitance versus the
displacement of the movable comb.

u=1 on the fixed electrode

u=0  on the movable electrode.

3)

The amplitude of the capacitance difference is decided by
the ratios a/p, b/p, and d/p. Therefore, in the discussions the
sizes a, b, and d are normalized by p to dimensionless quantities.
To omit the edge effect of the capacitor, the capacitance C’
was calculated by the FEM for one tooth located sufficiently
far from the ends of the comb, where the capacitance for each
tooth was equal.

Initially the calculations were carried outata =b. A typical
curve showing change of capacitance as a function of displace-
ment of the comb is shown in Fig. 2. The curve is very close
to a sinusoidal curve. The result agrees with the results of the
experiment of Kosel et al. [1].

For an accurate displacement measurement it is desirable that
the quasisinusoidal amplitude be as large as possible. The sizes
a,b,d,and p are basic parameters used to decide the best per-
formance of the transducer for the displacement. To determine
the best performance, the effect of the distance d between the
comb-shaped electrodes was investigated.

Here another dimensionless quantity for sensitivity § is intro-
duced as follows:

g= (fonax - fonin)/clfnid (4)
where Crnax,> Cmin» and Cmiq are, respectively, the maximum,
the minimum, and the middle value of the change of the capac-
itance. The quantity 8 makes it easier to analyze the calculated
results.

In Fig. 3, B is plotted against d/p with a/p as the parameter.
When d/p increases by 0.3, B becomes 1/10 of each original
value. The quantity B increases exponentially as the value d/p
approaches zero, therefore, the gap distance d should be as
small as possible for the optimum design. Thus the mov-
able comb slides on the fixed one with minimal intervening
insulation.

Next, the characteristics of the capacitor for the width
a(=b) are investigated. In Fig. 4 representative § values are
plotted against a/p with d/p as the parameter. The magnitude
of B reaches its highest value at a/p = 0.2 for every dfp.

Next, the calculations are performed for the best width of
the tooth for @ % b. The results are shown in Fig. 5, where
is plotted versus b/p at d/p = 0.5 taking a/p as the parameter.
The magnitude of § reaches its highest value at b/p=0.2 for
every a/p. Also for every b/p, the curve of a/p =0.2 yields
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2717

109

Log ((Cmax—Cmin)/Cmid)
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d/p———>

Fig. 3. B versus d/p taking a/p as the parameter. (Here d,a, and p are,
respectively, the distance between the electrodes, the w1dth of the
tooth and the length of one pitch of the comb, 8= (Cpax — Cmm)/
Cid Where Crax, Cmin» and Cpiq are, respectlvely, the maximum,
the minimum, and the middle value of the change of capacitance.)

the highest value. These results are common for every d/p.
From these facts, § is determined to be the best for the width
of the tooth ata/p =b/p =0.2.

Filling a dielectric with specific permittivity k in the whole
of the space between the electrodes effectively increases the
amplitude because it makes the numerator of (4) increase by
k times. As the denominator of (4) also becomes k times
greater, the magnitude of B is not changed. Therefore, the
shape remains the same.

Kosel et al. showed that putting protective dielectric layers
only on the metallic part of the comb electrode is an effective
method for increasing the value B [1]. To investigate this
premise, dielectric layers of thickness k are put on the elec-
trodes of the calculated model as shown in Fig. 1. Here k is
the specific permittivity of the layers. In this model the quan-
tity B is also considered. The value (k) is shown as 8 for the
electrodes with protective layers of specific permittivity «, and
B(1) is considered as B for the electrodes with the exposed
metallic surfaces. From the result of Fig. 5 the calculation is
carried out for the model of a/p =b/p. In Fig. 6, B(k)/B(1)
versus k is plotted, where a/p =0.2,d/p =0.5,and k/p = 0.05.
In many calculations for other sizes, the results are the same,
i.e., the protective layers are effective in improving B, but this
effect is small. For instance, B(x) is only 1.6 times greater than
B(1), even though « is equal to 20.
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Fig. 6. B(x)/B(1) versus specific permittivity «, at a/p=0.2, dip= 0.5,
and k/p = 0.05 (Here 8(x) and g(1) are, respectively, g for the capaci-
tor with the dielectric protective layers and B for the capacitor whose
electrodes expose their metallic surfaces.)

Let B(A4) be defined as g for the capacitor with exposed elec-
trodes whose distance between the electrodes is d - 2k. In
Fig. 6, B(4)/B(1) is plotted at the point A. Here the distance
between the electrodes corresponding to (1) is d. The quan-
tity B(4) is about 20 percent larger than the maximum value
of B(k). Therefore, it is better to make the gap between the
electrodes smaller by the distance 2k than to put the protec-
tive layers with a thickness of k on the both surfaces of the
electrodes.

IV. EXPERIMENTAL RESULTS

To verify the results of the simulation based on the FEM,
several experiments were performed. Fig.7 shows a prototype
of a comb-shaped capacitor for the experiment. A large-sized
macro model was used to permit simple construction and mea-
surement. There are two comb-shaped electrodes: the longer
one is fixed and the other is movable. To keep the face-to-face
area of the capacitor constant while the movable electrode
moves, the length of the latter is made shorter than the fixed
one. The teeth are formed of a thin copper plate on a substrate
of bakelite. The length of the fixed electrode is 1000 mm and
that of the movable electrode is 500 mm. The distance between
the fixed and movable electrodes is changeable. The movable
electrode is able to move for a seven-pitch distance along the
fixed one. There are 20 teeth on the fixed electrode and ten
on the movable one. The length of one pitch is S50 mm and the
height of the electrode is 245 mm. The width of the tooth



HIRASAWA et al.: OPTIMUM FORM OF CAPACITIVE TRANSDUCER

279

Fixed Electrode

Moving Direction

Metallic Plate

Movable Electrode

Fig. 7. Prototype of comb-shaped capacitor experiment.
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may be decreased by etching. Here the tooth widths of the
two electrodes are equal to each other.

The capacitance value was measured by a Yokogawa Hewlett
Packard 4192A LF Impedance Analyzer. The electrostatic
shield system, which is now shown in Fig. 7, was applied to
prevent stray capacitance effects.

The typical change of capacitance versus the displacement
of a movable electrode parallel to the fixed one is plotted in
Fig. 8, where a/p=0.4,d/p=0.3. In agreement with the results
of the calculation by the FEM and those of Kosel et al., the
capacitance changes sinusoidally as the movable electrode moves
[1]. Fig.9 represents § versus d/p for the experimental results
taking a/p as the parameter, where § is defined by (4). The re-

X=X . a/p=0.2

10" &—A 1 a/p=0.3

O—0 'a/p=0.4

<

Log((Cmax —Cmin)/Cmid) —————>

1072

0 0.1 0.2 0.3 0 0.5

d/p ———8 8 ™

Fig. 9. g versus d/p for the experimental results taking a/p as the
parameter.

sult agrees with the numerical result, i.e., and d/p increases, 8
decreases exponentially. For instance, d/p increases 0.3 then
B becomes 1‘16 of the original value.

Fig. 10 represents experimental § versus a/p with d/p as the
parameter. In Fig. 10, B reaches the highest value when alp
in 0.25 ~0.30. Although the results in Fig. 10 include some
errors caused by the residual stray fields, these results agree
with the results of Fig. 4. The results are treated as dimen-
sionless quantities, therefore, they can be applied even for a
small, comb-shaped capacitor.

V. CONCLUSIONS
The suitability of the simulation based on the FEM for the

analysis of the comb-shaped capacitor has been validated by



280
1.0
X\x
A \( d/p=0.2
x
x
0.05
=
& X
o
e d/p=0.3 \
1
(&)
|
]
£
(&)
~ d/p=0.4
"
1
0.1 0.2 0.3 0.4 0.5
a/p >
Fig. 10. g versus a/p for the experimental results taking d/p as the
parameter.

experimentation. The change of capacitance with respect to
the displacement of the movable electrode parallel to the fixed
one is very close to a sinusoidal curve. When the gap between
the two electrodes decreases, the value of the sensitivity § in
(4) increases exponentially. When the normalized widths of
the teeth a/p and b/p are each 0.2 ~0.3 and a/p = b/p, B is
maximized. Hence, displacement measurements are most accu-
rate, and the design of the electrode approaches the optimum,
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when the gap between the two electrodes is as narrow as pos-
sible and the width of a tooth is 20 ~ 30 percent of the length
of one pitch. It is better to use exposed electrodes with close
spacing than to sacrifice the gap width by using dielectric pro-

_ tective layers on the surfaces of the electrodes. After the dis-

tance between the electrodes is made as narrow as possible, fill-
ing a dielectric in the space effectively increases the amplitude.

The simulation, based on the finite-element method, is useful
in finding the optimum forms of comb-shaped capacitive trans-
ducers for displacement measurement .
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Study and Performance Evaluation of Two Iterative
Frequency-Domain Deconvolution Techniques

BIDYUT PARRUCK, STUDENT MEMBER , IEEE, AND SEDKI M. RIAD, SENIOR MEMBER, IEEE

Abstract—The performance of two iterative frequency-domain decon-
volution techniques, the optimum compensation and the Guillaume-
Nahman, is evaluated. The study involved the characterization of the
adaptive filters utilized to reduce the deconvolution noise. Compari-
sons between the two techniques are performed for various classes of
signals having different levels of acquisition noise. It is found that the
Guillaume-Nahman technique is potentially more accurate but more
sensitive to acquisition noise. It is also found that the optimum com-
pensation deconvolution technique uses an adaptive filter with the
passbands coinciding with the frequency bands of the signal, thus
optimizing noise filtration, while the Guillaume-Nahman technique
utilizes a low-pass filter for all signals.

I. INTRODUCTION

ECONVOLUTION of time domain waveforms is used to

determine the impulse response of a linear time invariant
system. If A(¢) is the impulse response of such a system whose
input is x(¢), then the output y(7) is given by the convolution

y(0) =x(0) * h(2) ¢))

where * denotes the convolution operation. In the frequency
domain, convolution transforms into multiplication, thus

Y(jw) = X(jw) - H(jw) @

where Y(jw), X(jw), and H(jw) are the frequency domain
representations of x(¢), y(¢), and h(t), respectively.

Ideally, the impulse response h(f) can be determined by
evaluating the transfer function, H(jw) using (2), i.e.

H(jw) =Y (jw)/X(jw) 3

to which the inverse Fourier transform can b@é applied to give
k(7). The process of obtaining A (#), knowing both x(7) and
»(¢), is called deconvolution. Thus (3) performs a deconvolu-
tion process through frequency-domain division. To date,
there is no well-’known time-domain representation for (3),
in particular, the deconvolution symbol. In this paper, it is
proposed to use the symbol : to denote the deconvolution
operation. Consequently, the proposed time-domain repre-
sentation of (3) is

h(2) =y (2):x(2). 4)

In general, the zeroes of X(jw) are also zeroes of Y (jw).
At these zeroes, (3) becomes indeterminate. Hence applying
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(3) blindly (as in a computer algorithm) will result in noise-
like errors at and around these zeroes. When H(jw) is trans-
formed to the time domain, the noise-like errors, which were
present only in the neighborhood of zeroes of X(jw), will
cover the entire transform window, swamping the useful
information content (waveform detail). v

Hence, the deconvolution operation needs to be modified,
beyond the simple division, in order to yield a low-noise “good”
estimate of (). Numerous approaches to the deconvolution
problem have been developed. One thing all these approaches
have in common is the use of iterations to design an optimum
“filter’> to reduce the deconvolution noise. The optimum
filter interpolates H(jw) at the zeroes of X(jw), where it is
indeterminate, to yield H,(jw); the “best” estimate of H(jw).

It is important here to emphasize that the simple division (3)
accurately describes the deconvolution result. Sucha result is
not practically usable due to its large noise content. The use
of noise-reduction filters causes the deconvolution result to
become inaccurate. The introduced inaccuracy can not be
determined due to the lack of knowledge of the true result. In
othef words, only estimates to a filtered deconvolution result
can be obtained, and the accuracy of such results can only be
estimated using some accuracy indicator.

Two iterative frequency domain deconvolution techniques
are to be discussed in this paper. They are:

1) The automated optimum compensation deconvolution
[1], [3], which defines

H,(jw) = Y(jw) X*(jo)/[IX(jw)* +A]. ®)

In this téchhique, the criterion for selecting the optimum value
of the parameter  is based on a compromise between decon-
volution accuracy and noise content indicators. The indicators
are defined for the step-response waveform w,(f) obtained by
integrating the deconvolved impulse response A () as follows
[3]:
accuracy indicator A(A) = av [w, (9],
noise indicator N(A) = rms [w,(¢) - A(N)],

where T is a time instant beyond which w(#) is expected to
be constant.

2) The Guillaume-Nahman (automated-regularization) tech-
nique [5], utilizes the form [2]

H,(jw) = Y(jw) - X*(jo)/ [IX(jw) > + yw?] ©

which is similar to (5) except for replacing A by yw?*. The
optimum v is chosen as the value for which the standard devi-

t>T,
t>T,

0018-9456/84/0900-0281$01.00 © 1984 IEEE
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ation in the imaginary part of the deconvolved impulse re-
sponse is minimized [S]. For voltage waveforms, if the mean
value of the imaginary part is negligible, then the standard
deviation is equal to the energy in a 1-2 load.

In this paper, the performance of these two iterative fre-
quency-domain deconvolution techniques is evaluated. The
next section describes the method used for this purpose. Sec-
tion IIT considers the effect of acquisition noise on th& perfor-
mance of these techniques. Section IV considers the effects of
the signal type. Finally, Section V concludes the paper.

II. PERFORMANCE EVALUATION PROCEDURE

Studies [4] showed that the performance of a deconvolution
method can be best assessed by analyzing the effects of its
filter. The deconvolution’s filtering effects are expected to
give not only an idea of the deconvolution’s performance
quality, but also a qualitative idea of the mechanics of the
deconvolution process. This is particularly helpful in the
case of the two iterative deconvolution techniques under
study, where the operations of the compensation and the
regularization operators (filters) are not obvious. The pro-
posed method evaluates the transfer function of these filters,
And it involves studying the variations of the filter character-
istics with the type (class) of the deconvolution signals and
their noise content.

The method involves the generation of an analytical input
signal x(f) which may belong to any general class of signals—
low-pass, wide-band, or narrow-band. The system assumed
is an ideal attenuator with a transfer function magnitude of
0.5 and a propagation delay 7. Consequently, the output y(¢)
is given by

() =05x(- 7). @)

At this point, in order to simulate the presence of acquisi-
tion noise in measured waveforms, white random Gaussian
noise components are added to both x(#) and y(f). The
deconvolution technique under test is then applied to decon-
volve x(7) from y(?) to give h,(¢). Ideally, using (3) and ),
the expected result for () should take the form

h(£)=0.58(-1) (8)
where & () is the Dirac delta function. And, the corresponding
frequency domain representation of 4(¢) takes the form

H(jw)=0.5 exp (jwr). 9

The magnitude of this transfer function, |H (jw)| = 0.5, should
be flat over the entire frequency range. Clearly, if either of
the deconvolution techniques (5) or (6) is used, the result
would be different.. Rewriting (5) and (6) in the form

He (jw) = [Y(jw)/X(jw)] * F(jw) (10)
gives (10) where F{(jw) is the deconvolution’s noise reduction
filter. From (5) and (10), the optimum compensation filter
F¢(jw) is of the form

Fe(jw)=1/[1+NIX(jw)I?]. €3))

While, from (6) and (10), the regularization filter F, (jw) is the
form
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Fy(jw) = 1/[1 + y0* /1 X (jw)?]. 12)

Using the ideal deconvolution form (3), the best estimate
deconvolution result (10) takes the form

He(jw) = H(jw) * F(jw). @13)

For the particular H( Jjw) used in this paper and given by (9),
F(jw) as derived from (13) can be written as

F(jw) =2 exp (-jwr) He (jw). 14
Rewriting (14) in its magnitude form yields
IF(jw)| = 2|H,(jw)l. (15)

Consequently, it can be stated that the magnitude of the de-
convolution result, in the frequency domain, is a representa-
tion of the filtering effects of the technique itself [6].

As stated earlier, three classes of signals will be used to test
the deconvolution techniques performance. The three classes
are the low-pass, the wide-band, and the narrow-band signals.
The three signals are ahalyti(:ally generated and their waveforms
are shown in Figs. 1, 2, and 3, respectively. Their correspond-

LA method for obtaining the regularization filter’s impulse and trans-
fer function responses was developed independently by Nahman in
April 1982. His work was not disclosed to the authors or the public
until January 1983 [5].
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ing magnitude spectrums | X(jw)| are shown in Figs. 4, 5, and
6, respectively. In these figures, the time and frequency md1—
cated on the horizontal axes are in arbitrary units (an arbitrary
unit/scale factor can be applied without affecting the results
of this study). The abbreviation fu (frequency unit) will be
used throughout this paper to indicate the frequency’sarbitrary
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Fig. 7. Input and output waveforms with —45-dB noise.

unit. As shown in Figs. 4, 5, and 6, the significant bands for
the signals spectrums are DC-20 Gfu,? DC-70 Gfu, and 25-40
Gfu for the low-pass, wide-band, and narrow-band signals,
respectively.

III. THE EFFECT OF ACQUISITION NOISE

In this section, the effect of the acquisition noise, present in
the acquired waveforms x(7) and y(¢), on the deconvolution
process is studied. The low-pass signal is used as the test signal
in this study, while the acquisition noise is simulated by an
additive white random Gaussian component added to both
x(¢) and y(f). In the following, the additive noise power will
be expressed in decibels with respect to the signal power. In
order to study its effect, various degrees of the simulated
acquisition noise are added to the test signals. Three different
levels of noise will be used in this study: -45, -40, and -30 dB.
Figs. 7 and 8 show the noisy input and output waveforms for
both the -45 and -30-dB noise levels.

Fig. 9 shows the magnitude of the deconvolved transfer

function |H.(jw)| obtained as a result of application of the
two techniques on low-pass signals with -45 dB of additive

2Gfu = 102 fu = 10° frequency unit.
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Fig. 9. Magnitude response of the adaptive filters in deconvolution o1
low-pass signals with —-45-dB noise.

noise. The obtained |H,(jw)| gives an indication of the de-
convolution filter’s performance. By virtue of (15), IF(jw)l
is double |H,(jw)|. From the figure, it is observed that both
techniques utilize low-pass type filters with different band-
widths. The bandwidth for F,(jw) extends to 60' Gfu com-
pared to 30 Gfu for F,(jw). This implies that F,(jw) is
capable of yielding more accurate deconvolution results for
he(2) than those obtained using F,(jw). However, F,(jw) is
expected to produce more noise in A, () since it displays error-
noise components in the range 20 Gfu < f < 60 Gfu.

Recalling from Fig. 4 that the significant band of the test
signal (the low-pass X(jw) is 20 Gfu), it is to be noticed that
the optimum compensation filter has a closer matching band-
width to that of X(jw) as compared to the Guillaume-Nahman
filter. This is due to the nature of the optimum compensation
filter as presented earlier—the filter’s effect is dominant at the
zeros of X(jw). ‘

These observations are verified for deconvolution of low-pass
signals with higher noise content. The low-pass signals used
for obtaining transfer functions in Fig. 10 had - 40 dB of noise
added to them. The two transfer functions, representing the
optimum filters are plotted. It is observed that the error noise
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Fig. 11. Magnitude response of the adaptive filters in deconvolution of
low-pass signals with ~30-dB noise.

present on the Guillaume-Nahman filter has increased. Fig. 11
shows the filter characteristics of the two techniques, while
deconvolving low-pass signals with -30 dB of noise. With the
increased noise content in X(jw), the error noise has increased
further affecting both techniques. However, it is apparent that
the Guillaume-Nahman technique is more sensitive to signal
noise content than the optimum compensation technique.

" Another way of comparing the two filters performance is by

examining their impulse responses as obtained by applying the
inverse Fourier transform to F(jw). The obtained impulse
responses are shown in Figs. 12, 13, and 14 for the three cases
with noise levels -45, -40, and -30 dB, respectively. Ideally,
as can be seen from (3) and (10), F(jw) should be equal to
unity at all frequencies, which corresponds to a Dirac delta
function for the filter’s ideal impulse response.

Examining the impulse response figures, it is apparent that
the Guillaume-Nahman filters contain"more ringing as com-
pared to the corresponding optimum compensation filters,
This phenomenon corresponds to the larger bandwidth observed
in the frequency-domain forms and discussed earlier. It is
also observed that the ringing level in both sets of filters is
increased with the increase of acquisition noise level.
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IV. THE EFFECT OF SIGNAL TYPE

In this section the effect of signal type on the two decon-
volution techniques is studied. The different classes of signals
considered in this study are low-pass, wide-band, and narrow-
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band signals. The difference between the low-pass and the
wide-band signals is essentially the bandwidth. In a way,
comparison between the two cases is expected to show the
effect of the sampling rate on the performance of the decon-
volution technique. The narrow-band signal is helpful in
studying the adaptive nature of the two deconvolution tech-
niques. In order to isolate the effect of signal type on decon-
volution, only signals with low noise content are considered
in this study.

As discussed in the last section, Fig. 9 shows the deconvolved
transfer functions obtained from the deconvolution of low-
pass pulses with -45 dB additive noise using the two techniques
of deconvolution. Fig. 15 shows the two transfer functions
obtained by the deconvolution of the wideband pulses with
-45 dB of additive noise using the two techniques. These
filters are compared to the magnitude response of the input
pulse, presented in Fig. 5. The | X(jw)| becomes small only
at frequencies above 30 Gfu. The optimum compensation
filter starts a gradual cutoff at about the same frequency
(30 Gfu), while the Guillaume-Nahman one starts the gradual
cutoff at about 60 Gfu. Since |X(jw)| never becomes ex-
tremely small, the two adaptive filters never cut off com-
pletely. Also neither of the filters shows the presence of error
noise. However, the passband gain of the optimum compen-
sation filter is smaller than the ideal 0.5. The Guillaume-
Nahman technique has a wider passband and cuts off sharper.
Hence, the Guillaume-Nahman technique is potentially more
accurate in this case, too.

Rather interesting results are observed for the deconvolution
of narrow-band signals. Fig. 16 shows the deconvolved magni-
tude responses for the two techniques. These are compared to
the magnitude response of the input pulse, shown in Fig. 6.
The nature of | X(jw)| is narrow-band, and exists only in the
band 25-40 Gfu. The adaptive filter resulting from the
Guillaume-Nahman technique is still a low-pass one—cutting
off at about 50 Gfu. The optimum compensation technique
utilizes a bandpass filter with passband ~20-45 Gfu. Both
the techniques generate stopband ripples. The difference
between the two techniques’ filters is striking—one uses a
low-pass filter with cutoff at the highest frequency component
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of the signal, while the other utilizes a bandpass filter to adapt
to the narrow-band signal. This difference in the adaptive na-
ture of the filters can be anticipated and is explained in the
following.

Using (11) and (12), the filters utilized in both techniques
can be represented by the form

F(jw) = 1/[1 + A(jw)/ I X (jw) ] (16)

where A(jw) is constant for the optimum compensation tech-
nique and is a function of frequency (yw*) for the Guillaume-
Nahman technique. From (16) it is clear that F(jc) has stop-
bands where A(jw)/| X (jw)? is large.

In the optimum compensation technique, A(jw) is constant
and hence the stopbands exist wherever |X(jw)| is small.
Consequently, it utilizes an adaptive filter of the same type
as the signal, i.e., the filter is bandpass for bandpass signals
and low-pass for low-pass signals, etc. Whereas the Guillaume-
Nahman technique emphasizes the low-frequency components
due to the w* term in A(jw), this is because yw* is very small
at low frequencies resulting in F(jw) ~ 1. Asaresult, it always
utilizes a low-pass filter with passband extending up to the
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highest frequency component in |X (jw)l. This notion is
further illustrated in the next experiment.

The test pulses used in this experiment have two bands,
12-20 Gfu and 30-35 Gfu, Fig. 17. The deconvolution yielded
the two transfer functions shown in Fig. 18. The Guillaume-
Nahman technique forms a low-pass filter extending up 50 Gfu,
while the optimum compensation technique adapts to the
signal and has a filter with passbands 10-22 Gfu, 25-40 Gfu.

V. SUMMARY AND CONCLUSIONS

This paper presents a performance evaluation of both the
Guillaume-Nahman and the optimum compensation iterative
frequency-domain deconvolution techniques. Comparisons
between the two techniques are made when applied to the
deconvolution of noisy low-pass, wide-band, as well as narrow-
band signals. These comparisons helped demonstrate the
adaptive nature of the two filters. The effect of waveform
acquisition noise was studied by comparing the deconvolution
results with various degrees of simulated noise.

To summarize the results of the study carried out in this
paper, the following conclusions are drawn:

1) The Guillaume-Nahman technique is potentially more
accurate, but more sensitive to noise, too.

2) The optimum compensation technique is more robust
and can tolerate higher levels of acquisition noise.

3) The Guillaume-Nahman technique uses a low-pass filter
to reduce the error-noise regardless of the signal class. Hence
it cannot filter out low-frequency error-noise components
which occur in the deconvolution of bandpass-type signals.

4) The optimum compensation deconvolution technique
uses an adaptive filter with passbands that coincide with the
frequency bands where | X(jw)| is significant.
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High-Accuracy Spectrum Analysis of Sampled
Discrete Frequency Signals by Analytical
Leakage Compensation

H. RENDERS, J. SCHOUKENS, anD G. VILAIN

Abstract—A method is presented which estimates the spectrum of a
uniform sampled signal, which is sinusoidal, periodic, or composed of
sinusoids of arbitrary frequencies. The proposed algorithm uses the
Fast Fourier Transform algorithm, If frequency resolution is sufficient
to distinguish different tones, the algorithm eliminates leakage and gives
unbiased and highly accurate estimates for the amplitudes, phases, and
frequencies.

I. INTRODUCTION

STIMATION OF the spectrum of a sampled process is

usually based on procedures employing the Fast Fourier
Transform (FFT) [1]. This approach to spectrum analysis is
computationally efficient but has two major disadvantages,
due to the data windowing.

1) The frequency resolution is inversely proportional to the
measurement time interval.

2) Leakage effects can appear. This means that the energy
of the main lobe leaks into “‘sidelobes.”

The latter can be reduced, by the selection of windows with
nonuniform weighting. This, however, decreases the resolution
of the spectral estimates and causes a loss of phase information.

The modeling approach to spectral estimation can make
more realistic assumptions concerning the nature of the mea-
sured signal outside the measured interval, other than when
assuming a cyclic signal. The Prony’s Spectral Line Estimation
is in this way a very appropriate method for signals composed
of a finite number of sinusoids, if only a small amount of data
are available.

This paper deals with a method of the last modeling type:
FET. The FFT is used as a numerical tool and leakage is
eliminated, so that the frequencies, the amplitudes, and the
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phases are unbiasedly estimated, if the noise on the measured
signals is uncorrelated.

If the unknown frequencies can not be distinguished from
the FFT estimation, the use of narrow-band FFT’s can extend
the application of the proposed method.

The main idea of the algorithm is to solve the multifrequency
problem iteratively, using a subalgorithm where the single
sinusoid is identified.

II. PRELIMINARY CONSIDERATIONS
Consider a sampled multifrequency signal

M
X(KAD)= S Ay, sin Qufyn kAL + 6y),

m=1

k=0,1,2,---,N-1 (1)

where f,, is the frequency of sinusoid m, 4,,, is amplitude of
sinusoid m, and ¢,,, is the phase of sinusoid m.

It is assumed that the sampling frequency (f; = 1/A¢) obeys
the theorem of Shannon

f s > 2fM .

Using the representation
fm =L +8m)fo =Amfo 2

with L,, an integer, -0.5 <8, <0.5,and fo = 1/T (T =NA?),
it can be shown [2] that the Discrete Fourier Transform (DFT)
of (1) at the frequency f; = ify (with i'an integer) is ‘

M
P()=-05/ 5" Apm {exp (jaQm - )+ Bm)
m=1

__sin (N, - 1))
sin (m(A\,, = ©)/N)

__sin ((N\p 1))
sin (m(N,,, +)/N)

-exp (-j(@a(\y + 1)+ b))

3

0018-9456/84/0900-0287$01.00 © 1984 IEEE
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a=a(N- 1)/N.
Define
8(2) = sin (az) - {sin (nz)/sin (nz/N)}
C(2) = cos (az) - {sin (nz)/sin (nz/N)} “)
and
P@)=U;+jv;
A XD (0n) = Xp +] V.
Then equating the real and imaginary parts of (3), we obtain
2 e, - D -, + )} X,,

- {S(Am - i) - S(Am +i)}Ym} = _2Vi
Z{{S()\m - i) +S(7\m + i)}Xm

O - )+ C(Npy + D} Y} =20 ®

with
0<i<NJ/2.

The functions C and § are a function of the frequency of the
studied signal but independent of the amplitude and phase.
The last information is represented in X and Y. From Q)
it is possible to evaluate, by matrix inversion, the quantities
Xm and Y, which are in direct relation with A, and ¢, if
the frequencies are known.

III. DETERMINATION OF THE FREQUENCY, REAL, AND
IMAGINARY PARTS OF A SINGLE SINUSOIDAL SIGNAL

The prime factors of interest are the estimates of X ,Y,and f
from the knowledge of P(i). The equations given by (5) must
be solved for two values of i, to ensure identifiability. So the
largest two spectral lines, P(i) and P(i + 1), are chosen so that
the signal-to-noise ratio is at a maximum there.

The following notation will be used:

C(A-D)=a;

C(\+i)=b;

S(A-i)=¢;

S(\+1i)=d,. )

A. Estimation of the Frequency

Quite often ‘the frequency f is known a priori, so that the
estimates of X and Y can be found by the simple inversion
of (5). The problem of estimating f is treated separately, so
that even in this case the same formulas for X and Y can be
used.

Analytical Formulas for i> 0: After the elimination of X
and Y in (5), (if i > 0) two equations remain which relate the
unknown A to V;, U;, Vi, and Uy,,. In fact, after some
manipulations, they are
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COs ni ~ cos n\
cosn(i+ 1) - cos n\

_ Uiy sinn(i+1)- V;,, cosn(i+1) _Via

sinn(i+1)
sin ni

— - (7
Uj sin ni - V; cos ni Vi
where n = 2n/N.
A class of solutions for A will be given by solving
cosmi-cosnh  sinn(i+1)
cosn(i+ 1) - cos n\ sin ni
_ Uiy sinn(@+1)- Vi, (cosn(i+1) - K) )

Ui sin ni - V;(cos ni - K)

for an arbitrary value of K.

If there is no noise on the studied signals, the value of X
doesn’t affect the estimate of . This is a rather unrealistic
supposition because measurements are always disturbed by
measurement noise (e.g., digitalization noise). Suppose the
noise e(kAt) is a white sequence. This is a realistic supposi-
tion if Az is chosen to be greater than one-half the autocorre-
lation width (as defined in [3]) of the noise e(z), which can be
known from a priori analysis. Then it can be easily shown that
the variances, o7, of all the estimates, Ui, V; are equal, except
the variance of U, which is twice as much.

Although the mean of the estimates of A, which are ob-
tained from estimates of U;, V;, Uy, ,, V; is unaffected by K,
the variance ¢} strongly depends on K. It is thus obvious
to minimize the variance with respect to X.

An approximation of K, for which 05 is minimal, can
be determined analytically

2 Gin ni) (Viey - V) + (cos ni) (Uy,y - U))
Uiy - U; ’

Kmin zKopt

)

Analytical Formulas for i = 0: If less than a whole period of
the sinusoid has been recorded during the measurement, the
two spectral lines with greatest signal-to-noise ratio are 0 to 1.
From a DFT of the signal the value of ¥, will always be equal
to zero, so only three equations of (5) must be considered, the
fourth being an identity.

Eliminating X and Y, the following equation relates the un-
known A to U,, V;, and U,

1 - cosnA
cosn - cosnh
(10)

General Solution: Equations (8) and (10) can be rewritten
in a more suitable form valid fori=0,1,--- ,N- 1

Vi(1 - cosn)+ U, sinn=U, (sinn) -

Zycosn(i+1)-Z, cosni

cos N\ = Z,-Z,
with
K.+ - cos ni
L=néﬂ%f—9+w
sin ni
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K. — n(iit+1
opt - 008 (i )>+Um (11

Z2 = V"“( sinnG+ 1)

for i = 0, Kopt = 1 which also agrees with ).

B. Estimation of the Imaginary and Real Components

If the frequency is known, either a priori or from (11), dif-
ferent procedures can lead to reasonable estimates of X and Y.
One of them is to choose the spectral line with the most infor-
mation and, if i #0, to invert (5). In this case, the variances
of X and Y depend on thé position of the frequency in the in-
terval i,7 + 1 as shown in 'Fig.<2, (Full line 1 and 2) and also on
the value of i. ’

If X and Y are estimated by a least-squares [5], [6] based
on (5) for i and i + 1, the dependence of the standard devia-
tion on 8 is much lower. The influence of the value of i on
the standard deviation is also very low for 1 <i<N/2- 1.

Using the following notations, with (P(i), P(i + 1)) the couple
of largest spectral lines ‘

a; - bi di_ C; "2Vi
c;td, a;+b; 2U;
AM= i i i i BM= i
@1~ bivy ding ~ Cina -2V
Cir1 tdivy @iy thiy 2Ui1/

)

The result of the least-squares is [6]
a={Ay Ay} AyuBy.

Fori =’0, a weighted least-squares will do.
Using the following definitions:

12)

(13)

0
(co +do)N2 (a0 +bo)NZ
Ao =
\ a - bl dl - Cy
1 +dy a; +b,
0
2 U
Bo=[ V2P (14)
' ‘2V1
2U,

the result is
a={AbA0} 1 AoBo. (15)

Both results (13) and (15), can be considered to be similar in
form.

IV. EFFECT OF ADDITIVE NOISE ON THE
MEASUREMENTS

A. Influence on the Estimation of \
The solution of (11) is given by
0
) = 2rc cos x

(16)

n
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Using the Taylor expansion of arc cos (x) in (16), it is possible
to find the following relations:
1) The bias on X is given by

Bo=— %
AT g 2N(nN)
(n/N)

This means B, < ¢} for 0.5 <A <N/2 - 0.5 which is negligible
in a practical situation, even when the signal-to-noise ratio is
relatively high.

2) The variance on A was calculated and found to be a func-
tion of & and the phase of the signal. The influence of the
value of i turned out to be small for values of i > 1.

An upper limit for o, is given by

(17

1 Onoi
o < . noise
A \/]V Veﬁ'
with Vg the effective value of the sinusoid.
In Fig. 1, the upper and lower limits of o, are plotted as a
function of the frequency (full line), with

N=1024

(18)

Onoise = 0.07 Vegr.

These results are verified by the use of simulations. The vari-
ance on \ is shown in Fig. 1, with a dotted line and it coin-
cides completely with the previous calculations. Fig. 1 shows
that the standard deviation on the estimate of the frequency
is quite uniform and very low. An exception exists for A be-
tween 0 and 1 where no further improvement can be made
if only two spectrum lines (0 and 1) are used.

B. Influence of Adaptive Noise on the Estimation of the
Real and Imaginary Parts

Using the supposition of white noise, it is easy to prove the

following relations [4] :

oy = 0y = 0prFr = VIV/2 " Onoise (19)
with oy —the standard deviation on the real part and o —the
standard deviation on the imaginary part. Starting from the
result obtained by the FFT algorithm, the real and imaginary
parts, X and Y, are estimated.

If the frequency is known, it is possible to calculate the ratio
between oy, Oy, and oppr. The results are given in Fig. 2.
The full lines 1 and 2 give the ratios ox/oFpr and oy/oFpr
if the inversion of (5) is used to calculate X and Y. The dotted
line 3 gives the same ratios, if (13) is used. In the last case
ox and oy are about the same. '

It was found from simulations that, if the frequency is also
estimated, the standard deviations ox and oy are less than
twice Oppt.-

V. SPECTRUM ANALYSIS OF THE MULTIFREQUENCY
SIGNAL

The spectrum of the multifrequency signal is found by an
iteration technique. Approximate values, as well as the num-
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Fig. 1. Standard deviation of frequency. Full line: the upper and lower
limit for o) as a function of the frequency. Dotted line: result of a
statistical analysis after 20 simulations at each’ frequency——N 1024,

Onoise = 0.07Ver.

1.81T

0

9 FFT

Fig. 2. Ratio of the standard deviations on real and i imaginary parts and
OFFT, for N=1024 and i=5 (1: ox/oFFT, 2: GY/GFFT using the
inversion of (5), and 3: ox/opFT = OY/OFFT using the least-squares

expressions (13) and (15)).

ber of the unknown frequencies, are detected by simple in-
spection of the DFT spectrum. This gives a limit on the
frequency resolution. To ensure identifiability, the minimal
accepted mean distance between 2 unknown spectrum lines
is 3/2 times the resolution of the DFT. The principle used to
find the solution of the set of nonlinear equations by iteration
can be summarized as follows.

Consider a signal consisting of three sinusoids which has a
DFT spectrum as shown in Fig. 3(a). The largest peak is
selected and is identified first with the algorithm for a single
frequency signal. This peak and its effect on the other peaks
is then subtracted (Fig. 3(b)). Then the second largest peak is
estimated and subtracted (Fig. 3(c)). This procedure is re-
peated until the last peak is processed (Fig. 3(d)). So approxi-
mate values for the frequency, amplitude, and phase are found
to begin with. Consecutively, an improved estimation is done
on each peak, by adding first the influence on the spectrum of
a previous estimation, and then by estimating and subtracting
again. This is done until convergence is reached. All calcula-
tions are only done on the three most important lines describ-

ing each peak. From those three lines, the largest couple
(P(@i), P(i + 1)) is selected each time. The algorithm is quite
robust and converged in all the test examples to the correct
solutien.

VL. EXAMPLES

Firstly, the method was tested by simulations where each
experiment was repeated 100 times. The results are given in
Tables I-V.

In Tables I-IV, a monofrequency signal is studied with an
amplitude of 1. The noise on the time signal was generated
with a uniform random generator with amphtude 0.1 (Gpoise =
0.029).

In Tables I and II, the following values were used:

A=35
=7/4

A=1
Onoise = 0.029

while Table I gives the result if the frequency is unknown, and
Table II gives the result if the frequency is known.
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TABLE II
RESULTS OF THE STATISTICAL ANALYSIS OF THE IFFT AFTER 100
SIMULATIONS
mean stan'dard dev. A standard dev.
(measured) (theoretical)
X |0.70721 0.0016 1.0E=4 0.0014
Y | 0.70723 0.0013 1.2E-4 0.0014
A | 1.00016 0.0016 1.6E~4
4 | 0.78568 0.0014 - 2.8E-4

F known a priori, opojse = 0.029, F=3.5,4 = 1, ¢ = m/4, N = 1024

Amp1
()
] 1
Amp1
4/|\
I\
|
1
|
(b) :
i
|
|
v
|
1
I
' ~
© AN ~.
i \ \\
| \
| \
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13 "3 U
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Fig. 3 Schemiatical representation of the iteration algorithm to solve

the multifrequency problem.

TABLE II1
RESULTS OF THE STATISTICAL ANALYSIS OF THE IFFT AFTER 100
SIMULATIONS
mean standard dev. A

(measured)

F | 0.40008 8.6E-4 8.E-5

& |0.7073 0.0032 2.E=4

Y |0.7067 0.0026 4.E-4

A |0.9999 0.0015 1.E-4

¢ |0.7850 0.0039 4 E-4

F unknown, opojse = 0.029, F = 0.4,4 = 1, 6= n/4, N = 1024

TABLE IV
RESULTS OF THE STATISTICAL ANALYSIS OF THE IFFT AFTER 100
SIMULATIONS
mean standard dev.
(measurea) A
X 0.7073 0.0011 2.E-4
Y 0.7067 0.0019 4.E-4
A 0.9999 0.0014 2.E-4
4| 0.7850 0.0016 4.E-4

F known a priori, agpjse = 0.029, F=04,4 =1, ¢=n/4, N =1024

In Table V, a multifrequency signal is analyzed

x(H)= SZ A;sin Qufit + ¢;)

TABLE I _
RESULTS OF THE STATISTICAL ANALYsIS OF THE IFFT AFTER 100
SIMULATIONS
mean standard dev. A standard dev.
(measured) (theoretical)
F |3.50008 6.1E~4 8.2E-5 6. 4E~4

x |0.70728 0.0019 1.7E=4
Y |0.70706 0.0020 3.8E-5
A |1.00010 0.0015 1.0E-4
6 |0.78525 0.0023 1.5E-4

F unknown, oy ¢jse

=0.029, F=3.5,A=1,¢=n/4, N=1024

i=1
with
A= 1 M= 43 6= 020
A2 =10 7\2 =11.7 ¢y = 0.35
A3 = 3 A3 = 26.8 ¢3 = 0.70
A4 = 2 N = 33.1 P4 = 1.10
As = 0.1 As = 45.8 o5 = -0.30.

Tables III and IV give the result for
A=04
¢ =n/4

A=1
Onoise — 0.029.

From these results it is seen that the accuracy of the method
is very high, even for a low signal-to-noise ratio. The results

are also unbiased as was proven in the theory.

The noise was generated with a uniform generator with ampli-

tude 1.

The standard deviation of the noise (0pojse = 0.3) is three
times larger than the amplitude of the smallest component
(A5 =0.1). The results in Table V show again that the esti-
mates of the IFFT are unbiased. The measured and predicted
standard deviations also coincide very well.

Secondly, the method was also verified by experiments. The
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TABLE V v
RESULTS OF THE STATISTICAL ANALYSIS OF THE IFFT AFTER 100
SIMULATIONS
mean standard dev. standard dev.
(measured) (theoretical)
Fl| 4.299 0.010 0.008
F2 [11.700 0.001 0.0009
F3 [26.7998 0.004 0.003
F4(33.0993 0.006 0.006
FS |45.743 0.25 0.13

mean standard dev. - mean standard dev.
(measured) (measured)
Al | 1.0004 0.016 %y 0.202 0.03
A2 10.0020 0.015 bz 0.349 0.003
A3 [ 3.0002 0.014 ¢3 -0.701 0.01
A4 | 2.0005 0.012 ¢4 1.102 0.02
A5 | 0.148 0.18 ¢5 -0.23 0.5

F unknown, oygise = 0.3, N =1024 (amplitudes, frequencies and
phases are given in the text)

results of the experiments coincide completely with the
above-mentioned résults.

VII. CONCLUSION

An algorithm has been proposed, which can be used on dif-
ferent practical problems, where the principal aim is to very
accurately estimate the spectrum of digitized signals which can
be periodic or combinations of sinusoids with arbitrary ampli-
tudes, phases, and frequencies. An important contribution is
that the estimates of the frequency are unbiased and the

IEEE TRANSACTIONS ON INSTRUMENTATION AND MEASUREMENT, VOL. IM-33, NO. 4, DECEMBER 1984

accuracy is analytically known from the standard deviation of
the noise on the signal and from the number of measurement
points. These results are independerit of the unknown fre-
quency. This is not the case with the results obtained by Jain
et al. [2] where X has to be greater than 20 to obtain accept-
able results. Measurements of less than one period can also be
handled, but with decreasing accuracy. The algorithm has
been used by the authors for frequency determination, for
fault localization in time domain reflectometry (TDR), for
harmonic analysis, and for transfer function identification of
continuous systems. It can also be used in other application
fields such as astronomy, quality control of high-fidelity
products, etc.
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Standard-Cell Intercomparison Using a Calculator-
Controlled Galvanometer in an Integral-Control
Feedback System

ROBERT B. FRENKEL

Abstract —The ability of integral-control feedback to produce a zero-
error steady state, in response to a step input, is exploited for the pur-
pose of automatically nulling a galvanometer in a standard-cell inter-
comparison system. The precision of the null is determined by the
quantization error of an analog-to-digital converter and is about 0.1
pA. As the zero-error property of integral control is independent of
gain, reducing the gain after the null is obtained can reduce system noise
without affecting the null. Changes in gain are conveniently pro-
grammed into the calculator incorporated into the system. Mechanical
vibration is the dominant component of the 2-nV standard error of the
intercomparison.

I. INTRODUCTION

HE MANUAL intercomparison of the electromotive force
T(emf) of standard cells to high precision has been a fre-
quent, routine, and exacting procedure in standards labora-
tories. Several of these have therefore investigated and devel-
oped automatic intercomparison systems [1]-[5] .

The difference in emf of any two standard cells at the same
nominal temperature is usually less than 100 uV, and may ap-
proach 1 mV when their respective temperatures are near op-
posite extremes of the useful range, 20-37°C. The circuit for
measuring these differences contains essentially three compon-
ents in series: the pair of cells connected back-to-back, a low-
voltage source which is variable within the expected range of
the emf differences and which is normally the output of a
potentiometer, and a null detector. In manual intercomparison,
the potentiometer output is manually adjusted until the de-
tector is nulled. As this nulling is the most tedious part of the
measurement, automating it is desirable and is the subject of
this paper.

In the present feedback system, the null detector, a moving-
coil galvanometer, sends information on its coil deflection to a
desk-top calculator, which accordingly adjusts the output of
the potentiometer to control the coil deflection. The potenti-
ometer output has a range of about 100 uV. A calculator in
a feedback system offers a wealth of possibilities, since a great
variety of desired dynamics can be imparted to the controlled
unit, in this case the galvanometer coil, by programming, a
much simpler technique than wholly analog feedback systems
permit.

Since the ideal steady-state coil current is exactly zero, in
response to a step-voltage input, integral-control is the natural

Manuscript received February 28, 1983; revised March 12, 1984.
The author is with CSIRO Division of Applied Physics, Sydney,
Australia 2070.

type of feedback to consider. The feasibility of its application
to automated standard-cell intercomparisons has been examined
in the prototype system to be described. Integral-control pro-
duces a coil movement which in the absence of mechanical
vibration ceases in about 6 s at a steady state corresponding
to about 0.1 pA, set by the quantization error of an analog-to-
digital converter (ADC). In effect, the integral-control sets the
potentiometer output equal to the unknown emf difference,
thereby automatically nulling the galvanometer. Since the re-
sistance of a pair of standard cells is of the order of 1000 £,
the small null current offers subnanovolt precision in the mea-
surement of their emf difference. The vibration normally af-
fecting the galvanometer in the present system limits the
standard error of each comparison to a typical 2 nV. A single
galvanometer with display screen may be used, even though
its damping may be much greater than the effective damping
of the two-galvanometer combination (an amplifying and a dis-
play galvanometer) commonly used in manual high-precision
dc measurements.

At null, the smallness of the cell current, and its indepen-
dence of the emf difference measured, are attractive and sim-
plifying features of integral control. In systems where the emf
difference is the input to an electronic low-noise high-impedance
(~50 MQ) dc amplifier, a voltage offset must be generated in
series with the cells in order to ensure a small steady-state cell
current, and both the voltage offset and the amplifier gain
must be known with some accuracy in order that the cell emf
difference may be deduced. A further advantage of integral-
control is that the precision of the null is independent of loop
gain. The loop gain can therefore be set high initially so that
null is approached relatively quickly, and can then be reduced
without degrading the precision of the null. The gain reduction
maintains stability during the period of longer sampling inter-
vals when the digital voltmeter (DVM) is taking readings, and
decreases the readout noise. On the other hand, integral control,
as used here, with a moving-coil galvanometer is slower than
the above-mentioned dc amplifier systems. The total time for
one measurement of emf difference, from initial reading of
galvanometer zero to final calculator print-out, varies from 20
to 40 s. However, when all the emf differences during a run of
measurements vary slightly near a high constant value, as for
example when the comparisons are between cells at two dif-
ferent nominal temperatures, nulling can be speeded up if this
value is the programmed initial output of the potentiometer as
an offset in series with the cells. There is no need to know this

0018-9456/84/0900-0293$01.00 © 1984 IEEE
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Fig. 1. Adaptation of the Lindeck-type potentiometer.

offset value with any accuracy, and of course it will also serve
to reduce the transient cell current during the approach to null.

II. DESCRIPTION OF SYSTEM

Fig. 1 shows the Lindeck-type potentiometer adapted for
the present purpose. In manual intercomparison of a pair of
standard cells, the coil deflection of the galvanometer G is
nulled by manually adjusting the input voltage to the voltage
divider, consisting here of the 10 000:1-Q ratio. The un-
known standard-cell difference e,, together with any thermal
emf, is then equal to the voltage across the 10 000-2 resistor,
easily measured, since it is generally well above the millivolt
level, multiplied by the known 1:10000-§ ratio. This
method has the advantage that e, is multiplied by the simple
ratio of two resistors, each of which is provided with externally
accessible current and potential terminals (not shown in Fig.
1), has a known temperature coefficient, and can therefore be
regularly and conveniently recalibrated to fix the multiplication
ratio within about 10 ppm.

In the present automatic system, the galvanometer is a modi-
fied unit [6] whose lamp is masked so as to project a narrow
(2 mm) vertical strip of light onto its screen, on which a dc-
energized center-tapped photoresistor is mounted and con-
nected as a bridge. In steady state, the amplified bridge output
voltage V is proportional to the galvanometer current i for a
range of about £1 nA. A 12-bit ADC digitizes the voltage V
for delivery to the calculator, which provides a 16-bit output
via a set of optical isolators to the digital-to-analog converter
(DAC). The DAC input is determined by the history of ADC
inputs according to the strategy of integral control. The man-
ual make-before-break switch S engages a protective 100k
resistor for initial coarse nulling, a precise final null being ob-
tained with the low-thermal key X in circuit. The digital data
from the ADC to the calculator and from the calculator to
the optical isolators are transferred along a 16-bit interface
cable, which also carries the calculator signal that initiates
analog-to-digital conversion. After a final null has been reached,
a signal from the calculator to the DVM, over an IEEE-488 in-
terface bus, instructs the DVM to take readings of the voltage
across the 10 000-§ resistor. 25 DVM readings are generally
sufficient, and the calculator evaluates the mean of these. As

the DVM accuracy exceeds 10 4V, the attainable accuracy in
the measurement of the standard-cell emf difference exceeds
1nV.

Apart from the very strict temperature control of the cells
(within +0.0001°C, necessary in view of their temperature co-
efficient near -~50 uV/°C), strict control of the ambient (within
about +0.2°C or so) is essential in two respects. First, it makes
possible the necessary high stability of the galvanometer zero.
When the system is thermally stabilized, the drift of the zero is
equivalent to less than about 10 pA in an hour. Since the zero
level is determined afresh before each measurement, as described
below, errors due to drift of the zero are rendered negligible.
Secondly, it stabilizes the thermal emfs in the low-voltage part
of the circuit, including the key K. A run of measurements
always follows an experimental design in which half of the
readings are on forward polarity and the other half on reverse
polarity, that is with the leads to the cells reversed. Polarity
reversal, a standard procedure in high-precision dc measure-
ments, both measures the net thermal emf, in this case a few
tenths of a microvolt, and eliminates it as a systematic error
from the final results. A similar, normally lesser systematic
error, can arise as an effect of earth leakage in the low-voltage
part of the circuit and is also eliminated by polarity reversal.

III. APPLICATION OF INTEGRAL CONTROL

Fig. 2 shows the flow diagram of the program stored in
the calculator. This program contains a loop, at each tra-
versal of which the calculator initiates analog-to-digital conver-
sion by means of a signal to the ADC. The ADC samples the
galvanometer coil deflection every 20 ms approximately. The
first loop traversal (or first set of traversals) is used fo measure
the galvanometer zero, Z V, while on subsequent traversals
the variable position V volts is measured, so that the deflection
is (V- Z) V. During each of these subsequent traversals the
DAC is instructed by the program to produce the voltage
Vbac = K(V-2Z)+ KaZ(V - Z), where the first term is a
proportional-control term to ensure stable feedback, the second
is the integral-control term with integral-control factor a,and
K is a gain figure. A suitable practical value for o is 0.02.

Initially the switch S (Fig. 1) is set at the off position and
the average Z is measured over a set of loop traversals. Then
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Fig. 2. Flow diagram of control program.

integral control is initiated, by manually pressing the appropri-
ately programmed function key of the calculator, S is set at
the 100-k2 position and a coarse null is reached in about 2-3 s
with K=0.1. For a cell emf difference of 50 uV, the galva-
nometer current is about 30 pA at 3 s. Sis then set to the short-
ing position, the low-thermal key is closed, and the gain K is
increased to 0.5. When (¥ - Z) has reached near zero (in prac-
tice, corresponding to a deflection equivalent to about 0.6 pA)
K is reduced to 0.05 and a counter is initiated. The counter is
incremented each time the measured deflection is near zero and
is reset each time the measured deflection exceeds this bound.
When the counter reaches a preset value the steady-state deflec-
tion has therefore been near zero. The DVM is now instructed
to take a number of readings, the interval between successive
readings and hence the sampling interval being 170 ms. Feed-
back stability, which is discussed in Section IV, is still assured
in spite of this longer sampling interval, since the gain has been
reduced.

IV. SysTEM RESPONSE
The essential function of the calculator is to provide an out-
put voltage sequence {y%} from the DAC in response to the
input sequence {xz} to the ADC in accordance with the rela-

tion
)

v =K (x
where the x;, y, occur at times j T, kT, respectively, T being
the sampling interval. {x;} representsthe sequence of samples
of V, and {yx} the sequence of samples of V'pac. The effect

K
kta > x )

i=o

of a is to produce a steady state in which the inputs x;, and
hence the deflection of the galvanometer coil, are as close to
zero as the resolution of the ADC permits. The 12-bit ADC
has a + 5-V input range, so that its resolution is 5 V21 =244
mV. The amplifier in Fig. 1 provides an output voltage V, in
response to a steady galvanometer current i, given by V' =iR,,
with R,, =1.25 X 10" Q. The ADC resolution is therefore
equivalent to a steady-state current error of magnitude about
0.1 pA.

It may be shown that in terms of the variable z = eST  where
s is the complex angular frequency, (1) implies a pulse transfer
function D(z) of the ADC-calculator-DAC system given by
D(z) = KC(z) where

C@)=(@z-D/z-1) @)

and $=1 + . The relation between the output transform Y(z)
and the input transform X(z) is therefore

Y(z) = D(z) X(z) = KC(z) X(2). 3

The output of the DAC is held constant between successive
samples, so that D(z) may be considered followed by a zero-
order hold with transfer function (1 - e™*T)/s. The calculator
program provides an output sequence delayed by a time 7T
(0 <y < 1) with respect to the input sequence, so that a trans-
fer function e is included. We define R(s) to be the transfer
function of the galvanometer-photoresistor combination, r = 1
Q and R; = 10 000 Q are the resistors dividing the DAC output,
and R' is the combined resistance of the galvanometer coil
(about 500 £2), standard cells, and any protective resistor. g=
r/R'Ry +Rir+R'r)~r/R'R, is therefore the factor by
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Fig. 3. Block diagram of feedback loop, including noise sources.
which the DAC output voltage is multiplied to give the steady- 4.0
state current into the galvanometer coil. For R'= 1500 Q, 3.2 | ADC INPUT <vs
g~6.7X107 Q™ and for R'=100 kQ, g~ 10"° . The
feedback system can now be adequately represented by the 2.2
block diagram in Fig. 3, in which X(z) and Y(z) describe the -
sample sequences at the input and output, respectively, of the :
ADC-calculator-DAC system. Fig. 3 also shows noise sources, 2.8 TIME <o
to be discussed in Section V. el 2 4 & 8 1o
An approximate expression for R (s) is derived as follows. If
J is the moment of inertia of the coil, NV the flux linkage through 2.8 1 DAC OUTPUT V>
it, b a mechanical damping constant, and ¢ the suspension 8.6
torque constant, the angular deflection 6 of the coil in re- 2. 4
sponse to an input current i is given by 2.2
JO+ (b +N?[Ry)6 +c8 = Ni. 4 2.2 TIME (o>
2 2 & 8 1o
R, is the parallel combination of R’ and a 100-k$2 shunt re- sea
sistor permanently connected internally to the galvanometer 48@ | GALV CURRENT (pA>
terminals, to provide a convenient amount of damping when 328
the galvanometer is disconnected from an external circuit. )
The conductivity of the photoresistor when illuminated rises =2
with a time constant ¢;, and when it is darkened drops with a 128
time-constant ¢, with #; ~ 3¢p under the present conditions el 5 = = BTIME 1;0

where the illumination of the photoresistor by the galvanometer
lamp is about 1 lux. The inequality of #; and 5, complicates
the analysis, but it may be shown that for small deflections of

- the coil the photoresistive-bridge output voltage V' obeys an
effective time-constant 7, given by t, =2tptp/(ty +tp). As
observed experimentally, a sinusoidal oscillation of the galvan-
ometer coil produces an approximately sinusoidal oscillation
of V. For a fixed amplitude of coil oscillation, the observed
variation of the amplitude of ¥ with frequency is consistent
with an effective time-constant tp, and this consistency holds
for larger deflections, comparable to the width of the light-slit
on the galvanometer screen. We may therefore write

V+t,V=M6 )

where M is an amplification factor in volts/radian. In the
present case £, ~ 80 ms.

In terms of the galvanometer critical damping resistance R,
about 72 000 £, sensitivity S (in radians of coil deflection per
amp, so that R,, =MS) and galvanometer open-circuit time-
constant 7, 2.5 s, the constants in (4) may be written

J=R.3/4nS?
N=R,t/nS
c=R,7/nS? (6)

assuming that b < N2/R,. Since R,, = MS, the transfer func-
tion for the galvanometer-photoresistor combination can then

Fig. 4. System response during approach to null, with R' = 100 k&2 and
applied emf difference e, = 43 uV.

be written

R(s) =41’ R, [ [(1 + tps)(4n* + 4mR 75/R, + 7252)] . @)

Fig. 3 may now be analyzed using conventional sampled-data
techniques to give the overall loop transfer function and there-
fore the responses {xx} and { y} at the sampling instants. This
procedure is outlined in Appendix I. The system is reliably
stable for each stage of the galvanometer nulling, as indicated
in the following table by the available phase and gain margins.
Gain margin is calculated as (1/m) - 1, where m is the open-
loop gain magnitude at 180° phase shift.

Stage R’ T ¥ K PM GM
Approach to null 100 k@ 20ms 0.5 0.1 60° 4
High sensitivity ~1500 20ms 0.5 0.5 35° 3.3
DVM readout ~1500 @ 170ms 0.12 0.05 70° 10

Fig. 4(a) and (b) shows, respectively, the experimentally ob-
served sequences {x,} and { y,}, plotted as smooth functions
of time V(¢) and Vpac (), during the approach to null, with
K=0.1,R" =100k, and an applied emf difference e, =43uV.
V(2) has a peak value V, =2.0 V at time #, = 1.0 s, followed
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by a decay with time-constant z; = 1.7 s. Fig. 4(c) shows the
galvanometer current i(¢), deduced from the relation (using
the approximation R, Ry >7)

i()=(1/R") {ex - Vpac(® (IR:)
- (Re1/TR ) (V(8) + 1, V(D)) (8)

where the third term on the right is the induced coil voltage
N6. The current drops to one-third of its initial value in about
0.6s.

During the approach to null the two smallest roots of the
system are the galvanometer roots 4nR,/RoT=17.2 s7! and
TRo/R,7=09 s™. A useful estimation of the response is
therefore possible neglecting 7, and assuming a continuous sys-
tem with Ex, in (1) replaced by (1/T)f*V(¢') dt'. The deflec-

tion of the galvariometer coil is then described by

J6 +(N?[Ro)0 +c8=(N/R")(ex = Vpac(D(/R))  (9)
and combining (9) with the relations (6) and
V(£)=M0(?) (10)
and
t
Vpac(®=KV(1)+ (Ka/T)f v(t')at' (11)
we obtain for the voltagé V(¢) at the input to the ADC
V/w} + QRc[woRo)V + (1 + KAV
t .
+ (KAa/T)f Vdt' = ex AR, |[r (12)

where 4 = gR,, and wq = 27/7. .

Solving this third-order equation gives values of Vg, ty,and
t4 which differ from the observed values by 1,1,and 7 percent,
respectively. Some further insight into the dyhamics may be
obtained by noting that the initial rise of V(#) to ¥ is governed
by the first three left-hand terms in (12), the contribution of
the fourth being small during this period. These three terms
constitute a second-order equation whose coefficients have
numerical values giving near-critical damping. After V(¢) has
passed its peak, a rough measure, within 10 percent, of tz may
be obtained from (12) by noting that during this period the
dominant left-hand terms in (12) are the third and fourth, so
that neglecting the first two and differentiating gives

V(1 +KA)+KAaV|T=0 (13)

implying a decay time-constant z4 given by

tg=(T/a)(1 + KA)/KA. 14)

V. LIMITATIONS DUE TO SYSTEM NOISE

The DAC output voltage is contaminated by noise, whose
three main sources are considered here for the period after
balance has been reached and the DVM s taking readings. They
enter the feedback loop at the points shown in Fig. 3 and are:
a) thermal-agitation noise, dominated by the current noise
with spectral density 4kT'/R' A?Hz™! in the galvanometer
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series resistance R’ (k and T being, respectively, Boltzmann’s
constant and the absolute temperature); b) vibration of the
galvanometer mount, producing relative motion of coil and
photoresistor and hence an effective noise voltage rms value
o volts at the input to the ADC; and c) quantization noise
of the ADC and DAC, represented by rms values 04 and op,
respectively. The resultant noise voltages appearing at the
sampling instants at the DAC output are evaluated by nu-
merical integration using the noise variance integrals given in
Appendix II, and are stated here for 7=170 ms, y=0. 12,
K =0.05, and R’ = 1500 Q. Closed-form approximate expres-
sions are also given here, obtained by neglecting 7, and using
the fact that now R' <R,.

A. Thermal Noise

Its rms value, denoted by V/|V'%.| and obtained by numerical
integration of (A15), is 16 uV and varies roughly as the square
root of the gain K. The closed-form approximation to (A15)
predicts a value differing by about 6 percent and is

VIV = Ry (KKT'[R, 7 A) (1 + 1) (15)

where the correction term u = TKAR'T/4R .7 is about 0.047.
The equivalent rms noise in the measured standard-cell emf
difference is therefore about 1.6 nV.

B. Vibration Noise

In the present case, the input spectrum extended mainly
from 10 to 150 Hz with several peaks, including one at 24 Hz
(the effect of 1440 rev/min air-conditioning plant in the build-
ing), and another at 100 Hz. The amplitude at any particular
frequency varied from one time to another. The sampling in-
terval T= 170 ms gives a folding frequency 1/27 of about 3
Hz, so that to a rough approximation the sampled spectrum
may be taken as white. Numerical integration of (A16) shows
that the rms value of vibration noise /| V'% | is roughly propor-
tional to K for a constant 6. The closed-form approximation
to (A16) is

VIVl = 06K (1 +u). (16)

Where vibration noise dominates the other sources, as in the
present case, reducing the gain therefore significantly reduces
the net noise at the DAC output.

C. Quantization Noise

- The quantization steps of 2.44 mV in the ADC output are a
possible source of noise in the DAC output. The DAC input is
another possible source of quantization noise, since numbers
are stored in the calculator to 12-decimal-digit precision, yet
must be coarsened to 15 bits plus sign for delivery to the 16-
bit DAC. The quantization steps of the DAC, which has a
+ 5.V output range, are 5 V/2'° =153 uV. ‘
When the quantization steps g of a digitizer are fine enough to
satisfy g < 1/2f,, wheie f, is the highest frequency (in volts™ h)
contained in the spectrum of the probability density function
w(V) of the digitizer input voltage V, the quantization noise is
white (confined in magnitude within + g/2) with variance q 2/12.
This figure for the variance can therefore be used with high
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confidence when the digitizer input varies over several quanti-
zation levels. Moreover, as discussed by Widrow [7], the re-
quirement regarding the fineness of g can be considerably re-
laxed without materially affecting the variance. Thus for
Gaussian signals whose variance 62 is small enough to satisfy
0 = q/3, the noise variance differs from ¢2/12 by only 13 per-
cent. In the following analysis, the noise at the DAC output
will be evaluated on the assumptions that i) the quantization
noise from each of the two sources is white with variance q%/12,
and ii) the only other source of noise is thermal. It will then
be shown that i) and ii) are mutually inconsistent, even when
accepting the above relaxed requirement, and that the ¢2/12
result for both digitizers is valid only when there is additional
extraneous noise such as vibration. -

We therefore assume white foise from the ADC with 0y =
2.44/\/?5— =0.704 mV. The rms noise voltage VIVZ| at the
DAC output from this souice is then given by (A17). Nu-
merical integration of (A17) yields the rms value 38 uV at the
DAC output, or an equivalent 3.8-nV rmsnoise in the measured
standard-cell difference. ~The approximate expression for
VIV3lis

VIViI=04K (1 +u). 17

Similarly, if o is assumed to be 153//12 = 44.2 uV of white
noise, the rms noise voltage V/|V'2| at the DAC output from
this source is obtained by numerical integration of (A18) and
is 46 uV (4.6 nV equivalent). This noise is roughly indepen-
dent of the gain K. The approximate expression for V|V 3| is

VIVEI=0p(1 +u). (18)

The root-sum-square noise at the DAC output, on the above
two assumptions, would therefore be /(162 + 382 + 462) or
about 62 uV (6.2 nV standard-cell equivalent).

We now estimate the combined input noise to the ADC from
the thermal source and from the calculator-DAC source. The
rms noise value at the ADC input from the thermal source may
be roughly evaluated by noting that since the thermal souice
rms value at the DAC output is 16 uV as found above, the
thermal noise at the ADC input is about V| W%I =16 uV/K or
about 0.3 mV for X = 0.05.

The contribution from the calculator-DAC source has a var-
iance given by (A19) and its rms value may be approximately
written as

VIW3|= op(mAR'T/2KR7)"/2. (19)

The rms value given by (19) is also about 0.3 mV. Thus the
combined effect at the ADC input of thermal noise and cal-
culator-DAC noise amounts to no more than about 0.4 mV,
or one-sixth of an ADC quantization step. This magnitude fails
to meet the relaxed requirement by a factor of two, and the
assumption that the ADC generates white quantization noise
with variance q?/12 is clearly untenable when extraneous noise
such as vibration is éxcluded. In general, with an n 4-bit ADC
and an np-bit DAC, it may be shown that unless there is ex-
traneous noise, there is no combination of n, and np which
gives white noise with variance g2/12 from both sources.
However, a small amount of vibration will suffice to produce
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Fig. 5. Examples of noise observed at the ADC and DAC outputs during
DVM readout time.

quantization noise with approximate variance g2/12 from the
digitizers. For K = 0.05 this amount is about 0.7 mV rms.
The net rms noise at the DAC output will then be about 71 uv
(7 nV equivalent).

Fig. 5(2) and (b) show, respectively, the noise observed at
the sampling instants over an exceptional run of 25 DVM read-
ings (lasting about 4 s), and over a more typical run of the
same duration. A prolonged run of 250 readings (about 40's)
is shown in Fig. 5(c). The galvanometer was screened to some
extent from vibration by an isolation table. In each figure the
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upper record is the output of the ADC asrecorded by the cal-
culator, and the lower record is the output of the DAC as mea-
sured by the DVM. These are generally highly correlated, the
ratio of their two standard deviations being of course approxi-
mately the gain K. The standard deviations of the DVM readings
are 35 uV in Fig. 5(a), 104 uV in Fig. 5(b), and 90 1V in Fig.
5(c), showing that vibration was negligible in the first case only.
The initial zero of the galvanometer is shown on the ADC
record in each case, and implies an effective direct current at
null of: 0.0 pA in Fig. 5(a), -0.2 pA in Fig. 5(b), and +0.1 pA
in Fig. 5(c). The standard error of the mean of the 25 readings
in each of Fig. 5(a) and (b), referred to the measured standard
cell emfs, is 0.7 nV in Fig. 5(a) and 2.1 nV in Fig. 5(b).

VI. CoNCLUSION

Integral control, which independently of gain produces zero
steady-state error in a feedback system, can be used for stan-
dard-cell intercomparisons to null a galvanometer automatically.
The dominant component of the typical 2-nV standard error
observed is mechanical vibration, which in turn gives rise to
q?*/12 quantization noise from the digitizers. A higher degree
of mechanical isolation should therefore reduce the standard
error to very low levels.

APPENDIX
DERIVATION OF THE PULSE TRANSFER FUNCTION
To derive the pulse transfer function (PTF) for the system
shown in Fig. 3, we define the following dimensionless quanti-
ties, noting that in the case R' > R, which arises when high-
valued protective resistors are in series with the galvanometer,
the quantities b, , b, are complex conjugates:

A=gR,,
a=R,/R'
W=T/tp
M=e—T/tp
e = TAMp

b, =2n{a- (a* - 1)!/?}
b, =2n{a+(a® - 1)/?}

-byT|T
)\1=e 17/

-byT|T
)\2=e 271

k=d4m?[{(w-b1)(W- by)}
€1 =)\1 eyblT/T

(A1)

b, T[T
€2=)\2€7 2 /

c={b,e,(W-b3) - biey(w- by)}/w
¢'={by\yer (W~ b2) - by\yea(w- by)Yw

h={b, (1 - N)W-b2) - by (1-N)(w- by)Yw
R'={bi N (1 - X)W = by) - Bady (1= \y)(w - by)}/w.

Then the combination gR(s)e™7 (1 - ¢=T )/s has the trans-
form F(z) given by
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F@)=(A/2){1+k(z-1)
“[(w/2my* ez - ")F(2)) - (eo/(z - u)]} (A2)

where f(z) =(by - b,y) (z- \;) (z- \;). For a galvanometer
step-current input iy = ge, (1 + R, /r)~ e, /R’ when a standard-
cell emf difference e, is applied, the sequences X(z) and Y(z)
are described by

X(z) =ioRpP(2) (z/(z - 1)) (A3)
and

Y(2) = KC(2) X(2) (A4
where P(z) is the overall dimensionless PTF, given by

1- w/2m)i(hz + k'

I
and

U(z)=1+KC(2) F(z). (A6)

X(z) may be written as a ratio of two polynomials G(z) and
H(z)

X(2)=ioRmG(2)/H(2) (A7)

where H(z) is of fifth degree with unity as the coefficient of
z%, and has roots z; (i =1 to 5) found using standard library
root-extraction routines. The voltage x; at time KT at the in-
put to the ADC is then given by

s
= k
Xp =Ry Y Agzi

i=1

(A8)

where

A;=G@e) 1 @i z).

i#k

(A9)

The voltage y; at the output of the DAC is then found using
(A4) and (A7).

APPENDIX II
NOISE VARIANCE INTEGRALS

The following notation is used for brevity: for any function
H(z), defined everywhere on the unit circle |z| =1, we write
HH* = H(e’®)H(e7?).

A. Thermal Noise

If a current with continuous transform I(s) is applied to the
galvanometer input, the sampled voltage at the DAC output
has the z transform given by

N(z2) ={KC(2)/U(2)} X Z{I(s)R(s)}

where Z {1(s) R(s)} denotes the z transform corresponding to
I(s)R(s), and R(s) is defined in (7), C(z) in (2), and U(2) in
(A6). In this case the current is thermal and so has the spectral
density (in angular units) (2/m)kT'/R’. The continuous spec-
tral density of the transform I(s) R(s) is therefore (2/m) (kT"/
R") |R(jw)|?. The corresponding sampled spectral density
S;(z) can then be shown to be

(A10)



302
VIDEO
SIGNAL
HORTZONTAL
SYNC PULSE
) ' \
! ]
<t 63.5 — HORT ZONTAL
VERTICAL. . vaee SYNC PULSE
SYNC PULSE !

Fig. 2. Video waveform.

used as the video input with a 12-in black and white monitor
available for initial setup.

The heart of the system is the video camera computer inter-
face (VCCI) which was required to sample and buffer the image
information from the camera. The structure of the VCCI is
based on two major decisions. The first is that only binary in-
tensity information will be extracted from each pixel and that
coordinate information will be stored in the computer for pixels
exceeding a given threshold. Secondly, image information will
only be extracted on one field of each frame with the other
field being reserved for data transmission to the computer. As
a consequence, the maximum y-axis resolution is one part in
256 and the transfer time is limited to 16.7 ms.

Typical video digitizers sample the time sequence and trans-
mit the grey level or binary information to the host computer.
The computer then reconstructs the two-dimensional image
from this data and can extract various pieces of information
from it by knowing the data structure within the computer.
Large image arrays such as generated by the 256 X 256 sampling
grid used in this system require a large amount of memory even
if data compaction is done. For special purpose systems such
as this application where the data in the image is very sparse
and the grey level resolution is binary, it is more efficient to
generate the coordinate information in the interface and trans-
mit it to the computer. This not only minimizes the amount
of data storage needed, but also decreases the amount of time
required to transmit the image to the host computer. The major
drawback is that if the data is buffered in the interface, the size
of the buffer will determine the number of pixels that can be
recorded.

The VCCI has been designed to determine the position coordi-
nates of light spots in the camera field by dividing each hori-
zontal sweep into 256 pixels (x coordinate) of 0.2-us duration
and dividing the vertical scan into approximately 256 sweeps
(» coordinate). Position in the camera field is determined by
use of x-and y-position counters which count the x-axis pixels
and the y-axis sweeps. The horizontal sync is used to synchro-
nize a 5-MHz oscillator which provides the horizontal pixel
sampling rate. The vertical (y axis) sampling signal is also de-
rived from the horizontal sync pulse. The vertical sync pulse
rate from the camera is divided by two to eliminate the inter-
lace scan and is used to manage the x and y counters and the
memory address counter. It is also used to signal the com-
puter that a frame is completed and data is ready to be trans-
ferred to the computer during the 16.7-ms interlace period.

A 16-bit by 128-word buffer memory stores each x-y co-
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ordinate for every pixel which exceeds a preselected threshold.
The active low signal from a lighted sample generates amemory
write which causes the contents of the x and y counters to be
written to the memory as one 16-bit word. This transfer occurs
during the 200-ns duration of the pixel. The following rising
edge of this signal is also used to increment the memory address
counter in preparation for the next data word. The interface
was therefore designed to accommodate only 128 pixels per
image before overflowing.

Interaction between the VCCI and the computer occurs
during the 16.7-ms interlace period. The data transfer is initi-
ated by the occurrence of the vertical sync pulse at the beginning
of the interlace perod. A logic“l” signal is output to the com-
puter at the beginning of this period and the computer responds
by the software generation of a series of clock pulses which
are used to decrement the address counter as the contents of
each memory location are transferred to the computer. Thus
only those x-y coordinate words loaded during the preceding
16.7-ms scan are now transferred to the computer. Although
the high speed buffer memory in the prototype consisted of
128 X 16-bit words, this memory could be expanded provided
that the computer could accept and store this data within the
allotted time.

IV. VCCI HARDWARE
A. Sampling Control System

A block diagram of this subsystem is shown in Fig. 3 with a
complete circuit diagram presented in Fig. 4. It should be noted
that no sync separation circuitry is included in the design. The
camera chosen provided outputs for horizontal and vertical
synchronization signals and required only level shifting cir-
cuitry to make them logic compatible.

The video output of the camera is input to the VCCI through
a threshold comparator to convert the video output to uncoded
TTL logic level signals. During each horizontal sweep this sig-
nal is divided into 256 pixels by the NAND gate G1.

Sampling of the thresholded video signal by G1 is accom-
plished by driving the other input of G1 with a 5-MHz square-
wave ¢2 which is the inversion of the output ¢1 of the re-
laxation oscillator.  Synchronization of this oscillator is
accomplished by the camera horizontal sync signal. Prior to
applying this sampling signal to G1 it is passed through AND
gate G2, where it is blanked during the retrace time period
by blanking counter C1. The blanking counter counts the
5-MHz squarewave beginning at the end of each horizontal
sweep when the camera outputs a horizontal sync pulse. This
sync pulse is used to provide the load pulse to reset C1 and
initiate the count, starting at a preset value. When counter
overflow occurs, the counter output goes high thus enabling
G2. Because the interlaced sweep is not to be used for data
taking, the blanking delay counter is disabled on alternate ver-
tical sweeps by the output of FF1. By disabling the blanking
counter, G1is disabled, interrupting the sampling process during
the interlace period. The output of FF1 is also used to signal
the host computer that data is available to be read out during
this interlace period. This same data available signal is used to
place the memory address counter C2 in a down count mode.
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B. Sampling System

The NAND gate G1 performs the sampling of the threshold
level video signal at the times specified by the clock signal ¢2;
however, the output of G1 cannot be used to clock in the x-y
coordinates to the memory because the video signal may change
states several times during the period that G1 is enabled. To
eliminate the problem, a flip-flop FF2 has been provided to
store the state of the sampled video during the time that ¢1, is
low. Fig. 5 is the sample timing diagram. The sampling inter-

val is initiated when the falling edge of ¢1 occurs and flip-flop
FF2 is reset to a zero output. During the period in which ¢1,
is low, gate G1 is enabled and the video signal is sampled , causing
the output of G1 to go low if a bright spot occurs. This re-
sults in the output of FF2 being set to one. During the time
that ¢1 is high, AND gate G3 is enabled, and if FF2 is high a
one is output to NAND gate G4. If G4 is enabled, a write com-
mand is issued to the high-speed memory and the corresponding
x-y addresses are loaded. Flip-flop FF2 is then reset to zero
on the falling edge of ¢1.
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Fig. 5. Sampling timing diagram. (A: Gate G3 is enabled and G1 is dis-
abled. B: Enable G1 and sample video signal. If video is high, direct
set flip-flop to store video information. C: Enable G3. If video ex-
ceeded threshold during period B, write coordinate information to
memory. Reset storage flip-flop on falling edge of ¢1. A, B and C are
100 ns in duration.)

C. Address and Position Counters

The coordinates of each lighted pixel are stored in memory
as one 16-bit word. Two 8-bit counters are used to acquire the
x-y coordinates of each pixel, with the x counter being incre-
mented by ¢2 and the y counter being advanced by the occur-
rence of a horizontal sync pulse. Thus the x and y counters
contain the updated digitized position of the beam in the vidi-
con camera’s raster scan. Although the x and y counters are
continually outputting coordinate information, no write to
memory occurs unless a memory write signal is generated by
the sampling system.

x and y coordinate information is stored consecutively in
memory at an address which is determined by a single 8-bit
counter. This counter is incremented after a storage occurs
such that the current value of the counter corresponds to the
next location to be loaded. When data is being taken, the
address counter is set to up count by the output of FF1. During
the interlace, however, the address counter is placed in the
down count mode so that the host computer can sequentially
decrement through each address and read the corresponding
contents of each memory location. The address counter is
clocked by successive write enable signals while the host com-
puter holds the READ/WRITE line high. Information is written
to the high-speed buffer memory when the write enable line
goes low. The output of AND gate G5 is now low, but will
return high on the rising edge of the write enable signal, thus
incrementing the memory address counter.

The vertical sync pulse, which occurs at the end of the data
collection scan, signals the host computer that data is ready to
be transferred from the VCCI. Just prior to the occurrence of
the vertical sync pulse, the y counter will overflow interrupting
the sampling process by means of NAND gate G4. The high
output of G4 enables G5, thus allowing the host computer to
generate clock pulses to decrement the address counter.

V. IMAGE PROCESSING SOFTWARE

The software required to acquire and process the image is
currently contained in two separate programs. One program
is used to acquire the images and record them on disk. The
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Fig. 6. Data acquisition program flowchart.

other program processes the images from disk to produce such
information as light spot centroid locations and harmonic
analysis of motion. It is necessary to operate in this mode be-
cause the host computer contains only 28K words, and a large
portion of this memory must be reserved for pixel storage in
order to maintain real-time system operation.

A flow chart for the data acquisition program is shown in
Fig. 6. The operator must input the number of image frames
to be acquired along with the number of frames to skip between
acquisitions. This allows the sampling rate to be variable in
increments of 33.3 ms with the maximum rate being 30/s.
The number of possible frames per acquisition is a function
of the number of lamps used and the number of pixels needed
to represent each lamp or the total number of pixels acquired.
Error reporting is also included for such conditions as no image
in a particular frame due to insufficient lighting or threshold
setting, too many pixels per frame resulting in an interface buf-
fer overflow and too many total pixels resulting in a host com-
puter memory overflow.

The image data is processed by a second program which
sequentially reads each frame from disk. Because the data have
been extracted from a raster-scan device, pixel coordinates
from multiple lamps are interspersed throughout the data. The
first task for this routine, as shown in the flowchart of Fig. 7,
is to reassociate each pixel with its respective lamp within each
frame. The algorithm which accomplishes this task centers a
mask, as shown in Fig. 8, over each pixel in the frame and tests
to see if the other coordinates contained within the mask are
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Fig. 7. Data processing program flowchart.

in the data array. The process is started by selecting, at ran-
dom, the first pixel and assigning it lamp 1. Coordinates of
the other pixels in the mask are calculated and the data is
scanned searching for their occurrence. If the coordinates are
found then the pixel is assigned to lamp 1. The mask is then
centered consecutively over the neighboring pixels identified
by the initial mask position. The process is repeated until no
new pixels can be found that should be associated with lamp 1.
The algorithm now searches the data for any unassigned pixels
and makes a designation of lamp 2 to the first one it encounters.
The masking process is repeated in order to find lamp 2 pixels
with the entire process being repeated for additional lamps
until all pixels in the current frame of data have been assigned
lamp numbers. '

- Once the lamps have been reconstructed, the center of gravity
or centroid is calculated for each lamp. Centroid locations are
used to remove ‘variations in lamp size due to misalignment and
motion artifacts. An option is available such that the centroids
are output at the end of each frame of data. If too many
lamps are found in the masking algorithm, it is also répc}rted.

Another frame of data is read from disk and processed as
described above, and the process is repeated until all data have
been processed. The centroid results are retained in memory
from each frame of data. In order to calculate a trajectory for

X X X X

X X X X X

Eig. 8. Mask used for lamp reconstruction.

each lamp, centroids between frames must be associated. The
routine accomplishes this task by calculating the Euclidean
distance between the centroid of a lamp and all of the centroids
in the next frame. The lamp pairs with the minimum distances
are associated. The process is then repeated. This scheme does
require that the sampling rate be much faster than the motion.

Output from the routine can take several forms. The simplest
is a plot of the trajectory of the lamp on a multipen plotter.
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Fig. 9. Spinal stability experimental setup.

Software is also available for the harmonic analysis of the mo-
tion using the Fast Fourier Transform.

VI. PERFORMANCE

The system has been utilized successfully in several applica-
tions. It hasbeen used extensively to measure load deformation
of the in vitro cervical spine [7]. The test shown in Fig. 9 uses
two in vitro vertebral segments from the canine cervical spine.
The distal vertebra is embedded in a polymethyl-methacrylate
base and securely clamped in a holding fixture. A cable is
attached to the body of the proximal vertebra. A load is then
applied to the spine through the cable and is recorded by the
computer through an instrumented load bar.

The displacement of the segments are determined using six
lamps. Two lamps are attached to the proximal vertebra to
record its deflection. Two lamps are attached to the load cable
to indicate the vector force. Because of possible specimen mo-
tion, two lamps are attached to the bench as a reference.

Fig. 10 shows the resulting motion of a two-segment spine
section under load. The actual motion of four of the lamps
(excluding the reference lamps) are shown with the actual de-
formation of segment C4 relative to C5 shown on the bottom
right portion of the figure. Failure information (load versus
deformation) can be obtained from the acquired data.

The system has been operational and in use for four years.
It has proven to be long term stable and capable of repeatable
results. The static resolution is

Ry =D|256

units where D is measured in the field of view. The maximum
velocity in field of view for minimum R; is

Vimax = Ry/(1/60)= 0.234D

units/s.
VII. CONCLUSIONS

The system has proven to be versatile and reliable. A buffer
size of 128 words has been sufficient in all of the applications
so far. Since the design of the VCCI, a large-scale integrated
(LSI) circuit in the form of a first-in-first-out (FIFO) buffer
has become available which could be used to replace the cur-
rent memory and memory address counter. Using the FIFO’s
would make the job of expanding the buffer extremely easy.
Also, the PDP-11/03 could be replaced by any of the 16-bit
microcomputer systems currently on the market such as the
IBM-PC. Actually, an 8-bit system could be used as long as
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Fig. 10. Load deformation results from a two-segment spine section.

the transfer rate from the VCCI is sufficient to obtain all of
the coordinate information in the 16.7 ms.

Several enhancements could be easily incorporated into design
of the VCCIL. Increased resolution could be accomplished by
including data acquisition on the interlace sweep as well. By
using two buffers in a ping-pong configuration, an acquisition
rate of 30 Hz can be maintained. Absolute motion measure-
ments can be provided by using two cameras in synchronization.
Only the buffer memory portion and video thresholding must
be added since the synchronization will be accomplished by
letting one camera drive the other.
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General Formulas for the Average Magnetic Field
at a Receiving Circular-Loop Antenna Placed
Arbitrarily to a Radiating Loop

HIROSHI NAKANE

Abstract—For testing the sensitivity of receivers having loop antennas,
radiating and receiving loops have been located either coplanar or co-
axial to each other. Theoretical analyses of the magnetic fields have
been carried out for such alignments of loops. It is often necessary in
the actual tests to estimate the effects of deviations from these ideal
arrangements of the loops.

In this paper, the radiating and receiving circular loops are located
arbitrarily in direction, and a formula is derived to obtain the average
normal component of the magnetic-field strength incident on the re-
ceiving loop using the Eulerian angles. The theory is applied to the de-
sign of a generator in which a rotating field is used as the standard field.
In this case, the calculated values of the magnetic field are in agreement
with the measured ones to within +0.1 dB.

I. INTRODUCTION

HE NEAR-ZONE magnetic field radiated by a small cir-

cular loop antenna has been used for testing the sensitivity
of receivers and field-intensity meters having loop antennas
[1]. In these tests, it is necessary to adjust the direction of
the receiving loop (test loop) so that the loop has the maximum
sensitivity at a fixed position. The author has already proposed
a method of using a rotating field in order to obtain a constant
magnetic field without influence of the test loop’s direction at
the test point [2].

The voltage induced in the receiving antenna is measured and
the result is compared with a value obtained by Faraday’s law
of induction from the average magnetic-field intensity normal
to the plane of the receiving loop and enclosed by it, Hyy. For
coaxial and coplanar alignments of loops, which are commonly
used in the test, the formulas for Hy, are given in [3] and [4],
respectively. In the analysis of the generator radiating a rotat-
ing field, a formula for H,, is required in which the receiving
loop is placed in an arbitrary direction relative to the radiating
loop.

In this paper, a formula for this arbitrary alignment of loops
is derived by using the Eulerian angles [5]. A generator with
the rotating magnetic field was designed by using the above
theory and an experiment was carried out to confirm the theory.
The measured values obtained in the experiment are compared
with those calculated from theory.

II. FORMULATION
As shown in Fig. 1, a small circular loop Cy of radius 77 and

carrying current I(y) exp (jwt) lies in the x-y plane with its
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Fig. 1. Geometry when radiating and receiving loops are located arbi-
trarily.

center at the origin of the rectangular coordinate system. A
receiving loop Cgr of radius 7z is located in an arbitrary plane
with its center at the point of P(0, L, D). It is assumed that
the radius of the wires of the loop winding is negligibly small
compared with the loop radius. Let us obtain the average value
of the axial component of magnetic-field intensity in the area
enclosed by the receiving loop, Hyy. From [3], Hyy is given by

1 5 —
= f A -dCx
ﬂl‘er CR
S Nl S
= — -dC
4112'}22 crJder (7) R T R ()

where 4 is the magnetic vector potential, u is the permeability
of the medium, § is the wave numl&r,)and R is_tl’le distance from
a point on Cr to a point on Cg. dCr and dCg show the seg-
ment of the arc on Cz and Cg, respectively.

In order to find specific formulas for R and dC g ,let us carry
out the analysis of the arrangement in terms of the loop Cg.
Consider the rectangular coordinate axes x’, »', and z’ shown
in Fig. 2. These have the origin at the point of P(0, L, D) in
Fig. 1, and are parallel to the axes x, y, and z, respectively.
One can carry out the transformation from the loop in the co-
ordinate system x'y'z’ (shown by the broken line in Fig. 2) to -
another loop in the coordinate system x"y"z" (by the solid
line in Fig. 2) by means of three successive rotations performed
in a specific sequence. The Eulerian angles are used as the three
successive angles (¢, 6, ¥) of rotation. The relations, in matrix

0018-9456/84/0900-0307801.00 © 1984 IEEE
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Line of nodes

Fig. 2. Arrangement of receiving loop Cg in terms of Eulerian angles.

n_n_n

form, between the coordinate systems x'y'z' and x"y"z" are

[s1

x 1
N
z sin 0 - sin Y

The intersection point Q(x,, Yq» 2q) of the axis x" with the
circle of Cg shown by the solid 11ne in Fig. 2 is obtained by
substituting x"” =rg, y" =0, and z" = 0 into (2) and by con-

sidering the coordinates at the point of P(0, L, D). In the co-
ordinate system xyz, the intersection point is

Xq —rR (cosq) cos Y - cos 6 - sin ¢ - sin Y)

yq—L +rg (sin¢ - cos Y + cos @ - cos ¢ - sin ) 3)
2q=D+rg -sinf -sin . »
Since the loop Cg is symmetrical around the axis z”, y (the

fixed coordlnate) can be rewritten as the angle of the current
coordinate. From (3) and the definition of the R, R and dR
are obtained
R =x(—rT cos y +rg cos ¢ cos Y
- rg cos @ sin ¢ sin Y) + 3 (L - rpsiny
+rg sin ¢ cos Y +rg cos @ cos ¢ sin V)
+Z(D +rg sin 0 sin )

@

OR(L=D=rp=0)

ay ¢

[-X (cos ¢ sin ¥ + cos 8 sin ¢ cos ¥)

fR =

+3 (- sin ¢ sin Y + cos 0 cos ¢ cos ¥)
+ 7 (sin 6 cos w)] rg dy Q)

where X, 7, and Z *_are the unit veé:cors on the x, y, and z axes,
respectively. As dCT has previously been en given by [3] and
[4], the inner product between dCT and dC, R is

dCyp -dCr= [sin ¢ sin (y - ¢) + cos 8 cos ¥ cos (v - ¢)]

‘ -rT'er'y'd\l/.
From (4), R is given by
R=vVR2+2AR %)

where

R3=rk+rk +D?*+[?

6

cos ¢ - cos Y - cos @ -sin ¢ -sin Y -cos ¢ -sin Y- cos 6 - sin¢ - cos Y
sing-cosy +cosf -cosp-siny -sing-siny+cosd-cosg-cosy -sinf-cos¢ || »

sin @ - cos Y
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and
AR = [-rpLsiny +rg L(cos 8 cos ¢ sin
+sin ¢ cos Y) - rrrg
*{cos 6 sin Y sin (y - ¢) + cos ¥ cos (y - ¢)}

+rgDsin 6 sin Y].

®

Let us use the sum of spherical Hankel functions of the
second kind [3], h(2)(ﬁRo) to rewrite the term exL[—]BR] /R
in (1), and substitute (6) for the expression dac. rdCrp

n

sin0-sin¢ X
(2

n

cos 6

iBrr = KD BR,)

4Tf2"R kgo k!

.(._If_o)kj::f_:I(y).(AR)k

. icosB cos Y cos (y - ¢) +sin ¢ sin (y - #)] dy-dy
| ©

Hav=_

where k is an integer.
Applying binomial expansion to (AR)* in (9) gives

owt-f % 8 25
I=0 m=0 n=0 $=0 =0

. k!(-rT)" ~l+n -trR ILk-nDt (sm 7)k-l (sm G)t
(k- DI - m)!(m - n)!(n- s)'(s- D!

* (cos )/ "™+ =5 (sin )™ "

,l(cos ¢)-m (sih y)i-men-set

x5 (cos Y)™ "5t {sin (y - )}

{cos(y- 9)1*~*

where I, m, n, s, and ¢ are integers.

It is assumed that the current distribution /() on the radiat-
ing loop is uniform and is equal to 7. In the equation obtained
by substituting (10) into (9), the integrals for v and y in the
range of -m to m becomes zero when the powers for the sinu-
soidal and cos1nus01da1 termsare odd. Therefore, the remaining
1ntegrals only contain even powers. The integrals in the expres-
sion for H,, can be evaluated usmg a definite integral formula
from [6]:

(10)

1/3’7

H,,= i F(k) a1
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TABLE 1
COMPARISON AMONG VARIOUS ARRANGEMENTS OF LOOPS

Arrangement Values to be substi-

of loops Reference tuted in Eq.(11)
) L=0

Coaxial (3) Ded =0, ¢=0
Coplane (4) D=0, 6:=0, $=0

Intersecting L=a n

at right angle (7] p-p 97790

where

]

k (_1)—(l+s+ t)hl(CZ)(ﬁRo) r%cﬂ-—l+n—trllz

)
Ro

k 1 m n
Fl=2 2 2 X2
I=0 m=0 n=0 §=0 t

 (

(k- DI - m)Y(m - n)!(n - s)!

L* =" D* (sin 8)" (cos §)' =™ * "~ (sin ¢)™ " *! (cos ¢)’ ~™

s§-t+1

(- Ok -1+n-+ NI+ D!

n-s
[coso Z
a=0

b=0

.(—1)'“ (n-s)(s-t+DW(k-1+s-t+a- ! (n-s-a+b-D(m-n+s-ON(I-m+n-s+t-1H!

(tan ¢)2*? a!b!(n- s - a)!

(s-t-b+1)

CDC*m-s+ DI(s-)(n-s-c+d)!!

n-s+1 s-t
D IPY
c=0 d=0

(tan ¢)c*9 cld! (s- t- d)!

(k-lts-ttc-d-Dm-nts-t-DNI-m+n-s+)l!

(n-s-ct+1)!

]

where a, b, ¢, and d are integers
kz2lzmznz2s2t

n-s>a, s-t+12b, n-s+l2c, s-tz2d

-111=011=0!=1.

Let us rewrite the condition as abovementioned (the integrals
obtained by substituting (10) into (9) only contain even powers)
into the following specific expression. It is necessary in (11)
that all terms of ( )!! included in the numerator of the first
term, which is concerned with the summations of a and b,
and/or the second term, which is concerned with the summa-
tions of ¢ and d, be odd. These requirements are

1) the first term exists when all terms of I, (k +n -+ 1),
(m-t-a+b),and (m - n+s- t)are odd.

2) the second term exists when all terms of /, (k +n - ¢t +1),
(m-t-c+d),and(m-n+s-t- 1)areodd.

According to the characteristic of a spherical Hankel func-
tion of the second kind [3], (11) converges for

R%>2|AR|. (12)

III. DiscussioN
The conventional formulas for special arrangements of loops
are obtained by substituting the specific values of L, D, 6, and
¢ in the Table I into (11). A comparison shows that (11) is in
agreement with the conventional formulas for these special
arrangements.

IV. ANALYSIS OF ROTATING FIELD
A specific application of (11) is reported in this section. Ina
sensitivity test, in order to make it easier to set the receiving
loop (test loop) at the test point, a method was developed in

which a rotating field was used as the standard magnetic field.
The rotating field is formed by intersecting, at a right angle (at
the test point), two magnetic-field components which have the
same amplitude and a phase difference of 7/2 rad. This method
takes advantage of the fact that the magnetic field detected by
a receiving loop is nearly constant when the radius of the loop
is small compared with the distance between the center of the
radiating loop and the test point.

A generator was designed in which the standard magnetic field
around the test point was obtained independently of the direc-
tion and the location (by using the uniform field [8]) of the
receiving loop. As shown in Fig. 3, the centers of the four
radiating loops are placed on the y or z axes. Radiating loops
1 and 2, and loops 3 and 4 lie on the planes formed by the x-y
axes and x-z axes, respectively. It is assumed that the proper-
ties of these loops are the same, and that the currents in these
loops have the same amplitude and a phase difference of /2
rad between loops 1 and 2 and loops 3 and 4. When the
receiving loop, the plane of which is kept perpendicular to
the plane involving the y-z axes, rotates about the axis which
goes through the center of the loop and is parallel to the x axis,
the magnetic-field strength detected by the receiving loop Hy
is given by '

4
Hp= Z Kn(x’,y,’zl)'ln (13)
n=1

where
I, =1,=1I-exp (jwt)

I; =1, =1-exp [j(wt-7/2)].
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Fig. 3. (a) Geometry of radiating loops which generate a rotating field
and receiving loop. (b) Rotation of a receiving loop at test point T.
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Fig. 4. Uniformity of magnetic-field strength of rotating field. (a)rg =
2.5 cm at origin. (b) 7g = 5.0 cm at origin.

TABLE 1I
VALUES To BE SuBSTITUTED IN (11) To OBTAIN
Ka(x’, ¥, 2) 1N (13)

Values to be substituted
in Eq.(11)

L==fy=dPex?

D= z'

¢]
L= /{y'od)zox"

ko(x'y'2')|
22Xy o

kn(x,y,2)

ki(x\y'2)

= z'

L=-kz'-dfex?
D=y’ n

2]
L= ﬁz‘o»d)zﬂ"

D=y’

ky(x'y,2)

k (x.y,2z')

K, is obtained by substituting the relations as shown in Table
II for H,,/I which is derived from (11).

In the cases of frequency = 30 MHz, d = 30 cm, 77 = 5.0 cm,
and rg = 2.5 and 5.0 cm, the solid lines in Fig. 4 show the re-
sults of calculated Hy (normalized by the value of § = 0) when
the receiving loop was rotated at the origin. Equation (11),
which is used in the calculation of H7, must be approximated
by a finite series. The convergence in (11) was investigated by
calculating the convergence error Cr (Cg =1 - (2 -, F(k)/
Zk=0 F(k))) [4]. For the parameters treated in Fig. 4, H,,
for each radiating loop was obtained within allowable error
(Cg £ #1073) by retaining terms up to k = 11 for 7 = 2.5 cm
and k=15 forrg = 5.0 cm.
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Experiments were carried out to confirm the validity of the
calculations shown in Fig. 4. The measured values are indicated
by the white dots, and agree with the calculated values to
within +0.1 dB.

Note that the rotational characteristic at the origin in Fig.
4 deviates from a circle when the radius of the receiving loops
becomes large. This deviation occurs because the assumption
(that two magnetic-field components with the same amplitude
and a phase difference of m/2 rad, which is detected by the re-
ceiving loop, intersect on the plane of the loop) is no longer
valid as the radius of the loop becomes large.

V. CONCLUSION

In this paper, a new formula was obtained for the average
normal component of magnetic-field strength incident on the
receiving loop when the radiating and receiving circular-loop
antennas are located arbitrarily. Formulas for special arrange-
ments of the loops have already been derived. These were
compared with the new formula by substituting appropriate
values for the parameters. It was confirmed that the formulas
agree with each other.

By applying this new formula, a generator was devised in
which a rotating field was used as an RF standard magnetic
field and an experiment with this generator was carried out.
The measured values agreed with the ones calculated by the
new equation to within 0.1 dB.
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Microwave-Induced Constant Voltage Steps at
Series Arrays of Josephson Tunnel Junctions
with Near-Zero Current Bias

JURGEN NIEMEYER, JOHANN H. HINKEN, SENIOR MEMBER, IEEE, AND
WOLFGANG MEIER

Abstract —Microwave-induced, constant-voltage steps in the current-
voltage characteristics of Josephson tunnel junctions are used as a ref-
erence voltage in cryogenic voltage standards. This relatively low ref-
erence voltage of a few millivolts could be increased by using series arrays
of tunnel junctions instead of a single junction. Series arrays consisting
of 2, 6, 14, and 54 tunnel junctions were tested at a frequency of 70
GHz. The use of this relatively high frequency and of lead-alloy base
electrodes allows zero crossing steps of up to 34 mV to be observed for
an array with only 54 junctions when irradiated by an RF power of 32
mW. The measurements were performed at 4.2 K.

I. INTRODUCTION

F A MICROWAVE signal is coupled to a current-biased
Josephson junction the dc current-voltage characteristic
shows ranges of constant quantized voltages at
V,=n —zh— f 1
e
where (n=0, 1,2, --) [1], fis the frequency of the micro-
wave, f is Planck’s constant, and e is the elementary charge.
One of these constant voltage steps in the millivolt region can
be used as the reference voltage in a voltage standard [2].

In the case of superconductor-insulator-superconductor
junctions with a highly hysteretic dc current-voltage character-
istic, the constant voltage steps appear in the reverse switching
characteristic at relatively low microwave power. In this re-
gion the steps cross the zero-current axis, reaching small nega-
tive currents [3] (Fig. 1). It has been proposed by Levinsen
et al. [4] to increase the reference Josephson voltage of a volt-
age standard from a few millivolts to a considerably higher level
by using series arrays of tunnel junctions in the zero-crossing
mode. In principle, no dc current supply would be needed for
such an arrangement. Experimental results were presented by
Kautz and Costabile [5]. They tested series arrays of 100
tunnel junctions operated with a 20-GHz microwave signal and
reached stable quantized voltages up to 27 mV.

- There are two limiting conditions which determine the op-
timum single junction parameters to get stable and large zero-
current voltage steps. The plasma frequency should be smaller
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than the operating frequency [4]-[7]

(el [AC)Y? < w 2

where I, denotes the critical current, C the capacity of the
junction, and w = 27f.

To exclude spatial variations of the supercurrent density, the
junction length should be smaller than 4 N\; [8]. A; is the
Josephson penetration depth

As= (¢o/27fﬂofcd)1/2 3)

where d is the sum of the thickness of the oxide barrier and
the London penetration depths in both adjacent superconduct-
ing electrodes and j, is the critical current density of the junc-
tion. ¢, denotes the flux quantum.

The total current amplitude of the nth constant voltage step
is given by

20 |1 QeVrE/fiw))|. 4

Vg is the amplitude of the RF voltage and J,, the nth-order
Bessel function.

II. EXPERIMENTAL PROCEDURES

Different series arrays of 2, 6, 14, and 54 single junctions are
fabricated using a normal, photoresist stencil, lift-off process
as described, for instance, by J. H. Greiner ez al. [9]. A single
inline type junction has an area of 10 X 30um?. A 54-junction
array is shown in Fig. 2(a). The arrays consisting of a smaller
number of single junctions are formed by only one row of
junctions connecting the two superconducting current leads.
In no case did the length of one row exceed 1.2 mm.

The base electrodes of the junctions are patterned from a
lead alloy film containing 12 weight-percent In and 4.4 wt-%
Au. The layer is deposited onto Corning glass 7059 substrates
(thickness 0.5 mm) at a pressure of 107 Pa. During this pro-
cess the substrate is kept close to a temperature of 77 K [10].

The total film is evaporated in two sequential steps. At first,
lead and gold are evaporated from one boat followed by a
second coevaporation of lead and indium. Each evaporation
contributes half of the total film thickness of about 200 nm.
The evaporation boats contain just as much material as needed
to obtain the desired film thickness by complete evaporation.

The tunneling barriers are grown on the RF-plasma-cleaned
base electrode layer by a low pressure RF-oxidation process

0018-9456/84/0900-0311501.00 © 1984 IEEE
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Fig. 4. (a) Current-voltage characteristic of a 54-%'unction array with
RF power lacking (single junction area: 300 um?; mean critical cur-
rent: I, = 105 uA; mean critical current density: j, = 35 A/cm?). (b)
Stability range of two zero crossing steps at +28 mV and -34 mV and
a near zero current step at 37 mV of the same I-V characteristic under
the influence of an RF power of 32 mW at the sample holder.

shows a stable step range of 50 uA at V=10 mV. With 9 per-
cent of 2 I, this value is only slightly smaller than that of the
samples with smaller critical current densities. This example
demonstrates that it is possible to use samples with a critical
current density which is rather close to the maximum value
following from condition (2). This is important when series
arrays are used in a voltage standard because the constant
reference voltage from the RF-induced steps has to be com-
pared with the voltage of a Weston cell. For this operation, a
sufficiently large step amplitude is required; otherwise switch-
ing over from one step to another would take place during
operation.

The 54-junction arrays provide stable, RF-induced steps at a
maximum voltage level of about 30 mV. This is 56-percent of
the expected value of 54 mV. The maximum, stable-step am-
plitude at this voltage level attains only 7.4 percent of the
mean value of 2 I, (see Fig. 4). The measured maximum-step
amplitude amounts to 10-percent of the mean value of 2 I,,.

These results demonstrate that with an increasing number of
single junctions in an array, the maximum RF-induced step
voltage per junction and the maximum step amplitude decrease.
The same tendency, even to a greater degree, is found in [5].

IV. CONCLUSIONS

To operate the series arrays we used a different arrangement,
as described in [5], to couple the RF power to each junction.
This eliminates any need for additional circuit elements. We
chose the relatively high frequency of 70 GHz, so the low-order
steps reach the maximum voltage level of 1 mV (e.g., V, =1
mV at 70 GHz or V,4 =1 mV at 20 GHz). From the Bessel
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function dependence of (4), it follows that low-order steps
have a larger current amplitude than high-order steps. These
advantages, and the rather high subgap resistance of the junc-
tions with the PbInAu base electrodes, make it possible to
reach stable RF-induced steps at 34 mV with only 54 junctions
in a series array. However, the voltage level at the 14- and 54-
junction arrays was not reached as would have been expected
from the results of the arrays with a smaller number of junc-
tions. This would have been 14 and 54 mV, respectively. There
are at least two reasons for this difference. Firstly,the external
electromagnetic noise is more effective in the high ohmic arrays.
Secondly, the single junctions do not receive the same RF
power. This depends on the differences between the capaci-
tances of the single junctions, (the impedance of the junctions
is mainly capacitive with respect to the microwave of 70 GHz
so that the RF current to operate the junction at ¥, is mainly
wCV,), and in particular on a nonuniform distribution of the
RF current along the series array caused by standing waves,
especially in the larger arrays.

It should be possible to minimize the influence of these dis-
turbing factors by using high-frequency filters and a series
coupling circuit which avoids any reflection of the RF power
at the ends of an array.

Furthermore, the junction fabrication process should be op-
timized to arrive at a small dispersion of the junction param-
eters. An electrode material with a large subgap resistance and
gap voltage can be used; for instance NbN [14]. Another way
to overcome the difficulties is to operate the arrays at even
higher frequencies.
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Short-Term Frequency Stability of Relaxation
Crystal Oscillators

DRAGAN M. VASILJEVIC

Abstract—Due to the need for stable frequency rectangular wave sig-
nals, various relaxation quartz crystal oscillators were designed. There-
fore it is of interest to have data on their short-term frequency stability.
The generally accepted definitions of measures for short-term frequency
stability and measurement procedures are reviewed in this paper. Mea-
surement results for the short-term frequency stability of quartz crystal
multivibrators in time and frequency domains show a high spectral
purity of the multivibrator output signal. The single-sideband-to-carrier
phase noise has values lower than -90 and -120 dB on the offset fre-
quencies of 1 and 10 Hz, respectively. The white phase noise is about
-160 dB. The power law spectral density model of fractional frequency
fluctuations for the quartz multivibrators is established and a discussion
on the noise sources is given.

I. INTRODUCTION

YINUSOIDAL quartz oscillators are used as secondary fre-
S‘quency standards, due to low cost, small size, and good
short-term frequency stability. Recently, many relaxation
quartz oscillators [1]-[9] have appeared. They are simply
designed, with a small number of elements and insensitive to
temperature changes. In this paper the short-term frequency
stability of relaxation crystal oscillators is examined.

The definition of frequency stability was provided by the
IEEE Subcommittee on Frequency Stability [10]. The gen-
eral expression for the instantaneous output voltage v(#) of
a high-quality signal generator is

v(t) = (Vo + e(?)) sin QRmvot +¢(1)) (D)

where Vy and vy are the nominal amplitude and frequency,
while e(?) and ¢(¢) are random amplitude and phase fluctua-
tions, respectively. The fractional instantaneous frequency
deviation from the nominal frequency vy, is defined as

Manuscript received August 1, 1983; revised January 23, 1984.
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1 do(r) _v(D)

@)

where v() is the instantaneous frequency.

1) The proposed definition of measure for frequency stabil-
ity in the frequency domain is the one-sideband power spectral
density S,(f) on a per Hertz basis of the instantaneous frac-
tional frequency fluctuations [10]. It was shown [11] that
the one-sideband power spectral density Sy (f) on a per Hertz
basis of the instantaneous phase fluctuations (phase noise) and
S, (f) satisfy the relation

Sy(f)= S¢(f) ©)
where f is the offset frequency defined as a time-independent
Fourier frequency calculated with respect to the nominal fre-
quency value vg.

When AM noise €(?) is negligible and the root-mean-square
value of ¢(f) is much smaller than 1 rad, there exists the

relationship between the £ function £(f) [12] and S¢(f)
£(1) =4 5o (). )

The function £ is defined as the ratio of the one-side-band
power spectral density on a per Hertz basis at an offset fre-
quency f, to the total power of the output signal. The func-
tion £(f) can be measured directly on a spectrum analyzer if
the aforementioned conditions for the existence of (4) are
satisfied. On the basis of (3) and (4), we get the relationship
between S, (f) and £(f)
2

Sy(f) =257 L. (5)
The most sensitive method for measuring the close-in carrier
phase noise is a time-domain technique based on the Hadamard
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TABLE I
COMPONENTS OF THE ALLAN VARIANCE FOR THE POWER-LAW SPECTRAL
DENsITY MODEL (ADAPTED FROM [12]).

Slope of O}ZI(T) VS. 1
: : 2
Designation Sy(f) S, (£) °y(7) on log-log plot
h h 2n%h_,
Random walk -2 2 -2 -2
—T v ——4 3 + 1
frequency noise £ ° £
: h h
Flicker _fl \,é -"—31 24n2h_, Y
frequency noise £
White h v2 Po Do -1
frequency noise ° ° f2 2t
. h h .
Flicker . h,f \,g _fl -% (1.038 + between -2 and -1
phase noise antt 3gn2nf, 1)
] 3h
White h, £ w2 n, Zh -2
phase noise 41°1

variance [13] and realized by a frequéncy counter. The

counter is a linear system that measures phase fluctuations

of the input signal over the gate time 7 and divides the result
by 277 to give the frequency

1

D) =——(¢(5) - ¢(¢ - 7). 6

LCRE - COREGE N ©)

Starting from the weighted combination of N=(M + 1)/2
pairs of counter measurements taken at different times ; as

1 M o
m@=5— 3 ap(t),  o=(1y ™
i=0

we define the variance of the process m(f), called the Hada-
mard variance, as

= (e (£ £ Em) )

where (g) denotes the infinite time average of g. K is the num-
ber of measurement sequences m(?) and 74 is the time be-
tween consecutive measurements, called dead time.

Near the frequency fo = (1/2(7 + 74)), for large N and 7=
274, the power spectral density of the input signal phase fluc-
tuations is calculated as [13]

Ufn (T, Td’N)
Nfo

®

S¢(we) =0.183 )
where |w * wo | <K wy.-

A system which measures the sequence m(¢) (7), in the time
domain has, in the frequency domain, a transfer function [12]
which corresponds to a filter with many passbands centered on
the frequencies Pfy, where P’s are prime numbers except three
[13]. The bandwidth of each band is BW = 1/Nr.

Due to many passbands in the transfer function, an error
appears in the estimation of the phase noise value Sy (w). The
value of the error depends on the presence of flicker phase

noise (f~') and white phase noise (f°) (Table I). For ex-
ample, in the presence of the flicker phase noise only, the
measured phase noise value is about 5 dB higher than the
actual one [14].

The most sensitive and direct method of phase noise mea-
surement for higher offset frequencies is based on the phase
demodulation of the signal under test and spectrum examina-
tion of the phase detector output by a low-frequency spec-
trum analyzer [10], [15]. In this method, the signal under
test is mixed with a low-noise reference source in a double-
balanced mixer. The signals are set in phase quadrature using
a phase-locked loop (PLL). To avoid phase noise cancellation
by loop tracking [15], the bandwidth of the PLL must be
much less than the lowest offset frequency of the measure-
ments. If the phase of the oscillators is adjusted so that their
phase difference A¢ satisfies the condition |A¢| << 1 rad, the
signal V at the output of the mixer is

Vims = Ko Adrms (10)

where V,ms is a noise level measured by the spectrum analyzer
in a 1-Hz bandwidth, and K is a phase detector constant.
Using (4) we get

~Se(1) _ 1 Vins
HN=E T T (11)
The noise measured by this technique represents the com-
bined noise of the source under test and the reference source.
Consequently, the phase noise of the reference must be known.
2) The accepted definition of measure for frequency stabil-
ity in time domain is the zero-dead-time, two-sample variance
(the Allan variance 0% (7)) [10] of the fractional frequency.
The average fractional frequency

V-V

5=t | ywar- (12

o
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is measured by the counter over an interval of time 7 followed
by a dead time 74. If the measurement process is repeated
until N+ 1 values of 7; are reached, the estimation of the
Allan variance is obtained as

82 =5 3 (Fjor - T a3

y 2N = 7 7
For higher resolution of the measurement system, a heterodyne
technique [10] is used. The signal under test is mixed with a
reference signal in a double-balanced mixer and filtered by a
sharp low-pass filter with the cutoff frequency f;,. To allow
meaningful comparisons of measurement results in the time
domain, the value of f;, must be specified [12]. The down-
converted frequency is referred to as the beat frequency v,,.
When an almost linear drift of frequency in time exists (i.e.,
y(t) =dy1), the direct calculation from (13) gives an increase
of the Allan variance value by the amount
a3
03 (T)Lp = - 2. (14)

This means that, in the plot 0,,(7) versus 7, there existsa 7*' -law
for greater values of 7. The error introduced by deterministic
variations of frequency in estimates of short-term frequency
stability can be eliminated by using a structure function ap-
proach [16], [17].

3) Relationships for translation among frequency and time
domain measures of the short-term frequency stability are
known [10], [12]. Using the power-law spectral-density
model for Sy, (f) in the form

2 .
Sy(f)= 2 mf
i=-2
the relationship between components of the Allan variance and
power spectral density of S, (f) were derived (see Table I).
The methods described are developed for sinusoidal signals.
In relaxation oscillators the output signal is a train of rec-
tangular pulses, phase modulated in such a way that the devia-
tion of pulse edges from the equilibrium position at some
moment is proportional to the modulating signal (noise) at
the same moment (the first type phase modulation [18]). The
question arises whether the spectra in the side bands of the
basic frequency harmonics overlap. If the one-test-tone analysis
is performed (the test tone is a sinusoid which serves as the
modulating signal), under the assumption that the greatest
phase deviation is much smaller than 1 rad, we obtain a spec-
trum around each harmonic of the basic frequency which is
determined by the Bessel functions of the first kind and the
nth order from the small argument. Therefore, amplitudes of
the spectrum decay quickly. The overlapping of side ranges
is thus proportional to the phase deviation made by the noise
and is negligible.

(15)

II. MEASUREMENT INSTRUMENTATION AND
OSCILLATORS

A. Instrumentation

Short-term frequency stability in the time domain was esti-
mated by the Allan variance (03,(7’)). Measurements were
realized on the frequency stability analyzer HP 5390A which
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TABLE II
THE ALLAN DEVIATE FOR CRYSTAL OsciLLAToR HP105B [21]
1(s) 0.01 0.1 1
cy('t) l.5x10_10 1.5)(10_11 5x10—12

uses the heterodyne down-conversion technique. A test oscil-
lator is connected to the system via the isolation amplifier
realized on the basis of Walls et al. [19]. Using this ampli-
fier, frequency pulling caused by insufficient isolation of the
reference and test oscillators is suppressed [20]. Asareference
oscillator, a quartz frequency standard HP 105B [21] was
used. It has an Allan deviate as in Table II and an aging rate
of order of 5X 1071°/24 h [21]. The frequency stability
analyzer has a system software controlling the measurement
process and computing the Allan variance. The system sensi-
tivity [23] is given by

1155 X 10 v,
T vo

Oy (T)sens = (16)

In the frequency domain, the spectral density of the phase
fluctuations near a carrier frequency was measured on the
basis of the Hadamard variance. Measurements were also
realized on the frequency stability analyzer 5390A with the
same hardware as for the Allan variance. On the basis of the
input data (offset frequencies and filter bandwidth, (9)), the
system software calculates the values of the measurement time
7, dead time 74, and the number of measurement pairs N. The
single-sideband-to-carrier phase-noise-power per Hertz £(f) is
calculated for S measurement sweeps in the measurement band
of offset frequencies. The mean value of £(f) is the output
result. To eliminate the error in phase-noise measurement due
to the responses of the Hadamard filter at frequencies higher
than the measuring frequency f, [14], the system has a low-
pass filter with the cut-off frequency f}, between f, and 5f,.
The filter is connected between the mixer and counter. The
sensitivity of this system is derived in [13] and is given for the
HP5390A by the following equation:

L(f)sens =173 + 20 logyo v, - 101logyof [dB]. (17)

The maximum value of the offset frequency in the spectral
analysis performed by the frequency stability analyzer S390A
is v,/6 [13]. Therefore, measurement of L(f) in the wider
range of offset frequencies is not possible. Any increase of the
beat frequency v, is useless because of the decrease in the
system sensitivity.

The estimation of the phase noise in the wider range of off-
set frequencies may be given on the basis of the measurement
data for the Allan variance for small values of 7. Using the
relationships between of,(r) components and the power law
spectral density model (see Table I, last two rows), we may
estimate the existence and level of the flicker and white phase
noise. Sensitivity limits of the frequency stability analyzer
5390A for 0,,(7) measurements, make it possible to estimate
white phase noise down to the level of -175 dB, if the beat
frequency v, and measurement bandwidth f;, are 100 Hz and
100 kHz, respectively [13]. However, the reference oscillator’s
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Fig. 1. Tested oscillators: (a) complementary switch multivibrator [7];
(b) two complementary switch multivibrator [6]; (c) TTL multivibra-
tor [1]; (d) collector-coupled multivibrator [9]; and (e) emitter-
coupled multivibrator [4].

(HP 105B) noise (Table II), limits the white phase noise floor
of measurement system to the value of about -165 dB.

B. Circuits and Operating Conditions

The tested oscillators are shown in Fig. 1. The circuits were
realized on the basis of data from [1], [4], [6], [7],and [9].
Metal-film resistors, styroflex capacitors, switching transistors,
LS TTL integrated circuits, and stabilized power supplies of
6 V were used. Experiments were performed with a general
purpose AT-cut crystal, in a soldered case, labeled as IMP,
whose parameters are listed in Table III. The aging rate of this
crystal is about 5 Hz/MHz per year. In order to examine the
dependence of the oscillator’s characteristics versus crystal
features, a high-quality crystal labeled as JK was used (see
Table III).

The environmentally induced component of the frequency
stability is minimized by keeping constant operating condi-
tions. The oscillators were tested at constant temperature,
load, and power supply voltage.

III. MEASUREMENT RESULTS AND DIScuUssiON

The measurements were realized with the oscillators shown
on Fig. 1. The components used had the values labeled on this
figure.
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TABLE III
MEASURED CHARACTERISTICS OF THE QUARTZ CRYSTAL UNITS USED
; IMP JK
Quartz crystal unit crystal crystal
characteristics TYPE 5111 TYPE G-12AS
Series resonant
frequency [Hz] 999893 999982
Series resonant
resistance [g] 128 >
Inductance [H] 3.995364 1.524630
Series capacitance
0.006341 0.016615
[pF]
Parallel capacitance
, 2.4 11.3
(pF]
Quality factor 195642 1878000
Package soldered case vacum-glass
case

A. Measurements in the Frequency Domain

All measurements were performed at the carrier frequency
vo =1 MHz with the beat frequency v, = 105 Hz in the range
of offset frequencies from 0.1 to 20 Hz. The bandwidth of
the Hadamard filter was chosen as 10 percent of the offset
frequency. The number of measurement sequence repetitions
was K = 10 for three sweeps over the range of offset frequen-
cies (S = 3).

1) Noise Analysis in Various Oscillators: Results for single-
side-band to carrier phase noise L£(f) for circuits in Fig. 1
are given in Table IV and in Fig. 2. (solid line). The IMP
crystal was used. It seems that the best results are obtained
for the complementary switch crystal oscillators (Fig. 1(a),
(b)). The TTL crystal oscillator has almost identical charac-
teristics (Fig. 1(c)) with a somewhat higher level of 1/f2 noise.
Collector- and emitter-coupled multivibrators (Fig. 1(d), (e))
have a very high level of the flicker frequency noise (Fig. 2,
Table IV).

2) Noise Analysis of the Complementary Switch Multi-
vibrator with Various Circuit Modifications: In order to
analyze phase noise dependence in this multivibrator on various
circuit modifications, some experiments were conducted.
Results are given in Table V. The basic configuration of the
circuit is as in Fig. 1(a). Experiment I (the first column in
Table V) was performed with low-noise amplifier transistors
BC 318, BC 321 instead of switching transistors BSX 28 and
BSX 29. Inthe experiment labeled II (Table V), the capacitor
C=12 pF was added between the collectors of the switching
transistors to provide a slower operation of the complemen-
tary switch. In experiment III (Table V), the output sinusoidal
signal was taken from the capacitor (C = 56 pF) connected in
series with the quartz crystal unit (Fig. 1(a)). In Experiment
IV, the rectangular output signal, taken from the collector of
the p-n-p transistor (Fig. 1(a)) is first shaped by six Schmitt
triggers, and then measured. In this way, the influence of the
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Fig. 2. Phase noise £(f) of quartz multivibrators from Fig. 1.

TABLE IV
PHAsE Noisg £1(f) oF OsCILLATORS FRoM FIG. 1

Offset single-sideband to carrier phase noise I (f) [dB/Hz]

frequency Oscillator from Fig.

£[nz] 1(a) 1(b) 1(c) 1(d) 1(e)
0.1 -57.1 -54.5 -35.2 - -
0.25 -74 -74.2 -67.8 -55.5 -38
0.63 -86.2 -87.3 -84.4 -70.5 -48.4
1.53 -99.6 -102.1 -106.8 -79.2 -65.1
3.67 -102.3 -108 -118 -90.3 -75.6
9.17 -116.7 -119.5 -121.8 -98 -83.3
18.33 -121.4 -130.3 -132.8 - -93.9

wave shaping on the oscillator noise was explored. Experi-
ment V was performed by filtering the fifth harmonic from
the rectangular output signal and measuring its phase noise.
All the mentioned experiments were realized with the IMP
quartz crystal unit. The effect of the quartz crystal unit on
the noise of the oscillator was investigated using the high-
quality JK quartz crystal. Results are given in the column de-
noted by VI in Table V.

B. Measurements in Time Domain

Carrier and beat frequency in the measurements were vo =
1 MHz and vy, = 105 Hz, respectively. The bandwidth of the
low-pass filter was f;, = 100 kHz and the number of samples
N = 50. Measurement time was varied from 0.01 to 10s.

1) The Allan Deviate for Various Quartz Multivibrators:
Values of two-sample, zero-dead-time, deviate for circuits in
Fig. 1 are shown in Fig. 3 and in Table VI. All measurements
were carried out with the IMP quartz crystal unit. The best
results were obtained for the complementary switch multi-
vibrators and the TTL oscillator (Fig. 1(a)-(c)). The very
characteristic increase of the Allan deviate for large values of
7 is due to the high-level of the random walk frequency noise
(see Table I and measurement results for phase noise in Section
III-A). Due to the mean frequency drift in the order of 5 -
107%/day,! enlargement of the 0y (7) for large 7 is 4 - 10713,

IThe data were obtained experimentally by monitoring the multi-
vibrator mean frequency during one month.
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LEV

Prase Noise L f) FOrR VARIOUS MODIFICATIONS OF THE COMPLEMENTARY
SWITCH M ULTIVIBRATOR

Single-sideband to carrier phase noise L(f)[dB/Hz]
Offset
frequency Experiment labeled as:
]
£ [uz] I 11 111 v v VI
0.25 - - -72.3 - -59.4 -
0.5 -79.4 -84.8 -83 -85.1 -68.9 -73.4
1.25 -93, -102. -94, -54.8 -81.8 -89.
3.3 -106. ~-108. -105. -107.6 -95.3 -103.
9.89 -116.7 -119.7 -117.7 -115 -103.8 -119.5
19.78 -118.7 -123.5 -121.7 -123.8 -110.4 -124.3
TABLE VI
THE ALLAN DEVIATE FOR MULTIVIBRATORS FROM FIG. 1
Measurement The Allan deviate Gy(T)
time
Y[s] Oscillator from Fig.
1(a) 1(b) 1(c) 1(d) 1(e)
0.01 g-10710 2.6-10710 | 2.9.10710 ) _ 3.5-107°
0.1 3.6.107 11 6-107 ' [ 5.5-1071 | 2.3-10720] 21070
1 4.5-10711 1.3:10729 [ 1o1e107 | 510710 5e1070
10 2.1-10710 1.2.1077 | 1.1-107% | 2.7-10710 2.3-107°
076 Fig. 1(a) 2) The Allan Deviate of the Complementary Switch Quartz
y

T (s]

]0—12
0.01

01 1 10

Fig. 3. The Allan deviate oy (7) of quartz multivibrators from Fig. 1.

This is a much lower value than the one generated by random-
walk frequency noise. Flicker frequency noise determines
the low level of the Allan deviate. On the basis of the mea-
surement data of the Allan deviate for low values of 7, an
estimate of the white phase noise floor was made (see Table I).
Results are plotted on Fig. 2 by dashed lines. The high level
of the flicker frequency noise for the collector and emitter-
coupled multivibrators Fig. 1(c), (d), determines the constant
value of the Allan deviate in the range of measurement time 7.

Multivibrator with Various Circuit Modifications: The same
experiments as in Section ITI-A-2 were carried out. Results for
the Allan deviate are given in Table VII.

C. Discussion

On the basis of the previous experimental data, the power-
law spectral density model for relaxation crystal oscillators
is defined in the form

h h_

T
Coefficient values for various oscillators are given in Table VIII.

It is known [11] that random-walk frequency noise usually
relates to oscillator environment (temperature, shocks, vibra-
tion). In our experiments the circuits under test were placed
in a thermos. We believe that 1/f? noise would be much lower
if the circuits had been situated in a high-precision thermostat.

The quantity of the relaxation crystal oscillators white phase
noise is determined by the simplicity of these circuits.

In such oscillators there are no parts of the circuit beyond
the oscillator loop and therefore additive white noise sources
causing white phase noise do not exist [11].

Flicker frequency noise sources in quartz oscillators are
related to the quartz resonator [12]. Recently, the nature of
this noise has been explored on the basis of the general quan-

Sy(f)= (18)
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TABLE VII

THE ALLAN DEVIATE FOR VARIOUS MODIFICATIONS OF THE COMPLEMENTARY

SWITCH M ULTIVIBRATOR
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Measurement The Allan deviate ny(r)
time
Experiment labeled as:
T [s]
1 II I1I v v VI
0.01 210710 | 3.8.10710 | 4910710 1-10710 6-10710 5-10710
0.1 a0t | si1a107tt | ge107H 210741 .99-107 1 7.2-10711
1 c1071 | 340107 |5 2-107 0 9-107 11 7-10710 | g.5-10711t
10 210710 | 15410710 [ 3,7.10720 5-10710 4-107° -
TABLE VIII
PoweRr-LAw SPECTRAL DENsITY MODEL COEFFICIENTS FOR VARIOUS
CRYSTAL MULTIVIBRATORS
Oscillator Coefficients
from Fig.
by h_y by

1(a) 3.3-10722 2.5-10721 8.6-10728

1(b) 2.10°%? 9-10722 9.1-1072°

1(c) 1.4-10721 3.6710 22 1.13-1072

1(d) - 7.2°10720 -

1(e) - 3.5-10718 -

tum theory of 1/f noise [23]. It is concluded that fractional
frequency fluctuations are caused by fluctuations of the oscil-
lator dissipative constant y. The constant vy is defined as a real
part of the root of the oscillating system’s characteristic equa-
tion [24]. The value of ¥ depends on the quartz crystal unit
parameters and on circuit characteristics. This explains the
unequal flicker frequency noise in various multivibrator cir-
cuits with the same quartz crystal unit. Deterministic analyses
must be carried out in further work to determine dissipative
constants of crystal multivibrators for the purpose of noise
sources identification.

The measurement results, obtained in the time domain, are
in agreement with the results measured in the frequency domain.
The comparison is made on the basis of the relationships from
Table I. :

The examination of the influence of circuit modifications on
the complementary quartz multivibrator (Fig. 1(a)) noise gives
the following results. The use of low-noise amplifier transis-
tors instead of switching transistors, does not yield substantial
differences in the oscillator noise (Experiment I, Tables V and
VII). The same result is valid for longer sWitching times of the
complementary switch (Experiment IT). Experiments III and
IV confirm the known result that waveshaping of the oscilla-
tor output signal does not change its noise. It is well known
that frequency doubling increases the noise level of the oscilla-
tor output signal by 6 dB per octave [16]. This result is con-
firmed by Experiment V. In Experiment VI the same noise
level is obtained using a general-purpose quartz crystal unit or

a high-quality unit. This means that the primary component
of noise in relaxation crystal oscillators is due to the circuit’s
characteristics.

IV. CoNcLUSION

Relaxation quartz crystal oscillators containing a small num-
ber of elements are simply designed. The complementary
switch multivibrators (Fig. 1(a), (b)) and the TTL multivibrator
(Fig. 1 (c)), have good spectral purity in the sense that in the
output signal spectrum there are small, nonharmonic compo-
nents.

The level of the flicker frequency noise is mainly determined
by the multivibrator circuit structure. The low white-phase
noise floor is a consequence of the circuit simplicity. The
mean frequency drift of the crystal multivibrators is more
pronounced than that in harmonic oscillators due to a higher
level of the quartz-crystal unit excitation.
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An Approach to Automatic FLIR Video Assessment

MALLORY J. BOYD anp ALFRED G. SUTTON

Abstract—This paper describes an approach to automatic video assess-
ment of military infrared imaging systems by employing automated
analysis techniques on measured system responses. Included are a de-
scription of the developmental test configuration and methodology,
and a description of the activity with initial findings and conclusions.

I. INTRODUCTION

PERFORMANCE and diagnostic testing of Navy-deployed
electro-optical (EO) avionics equipment and, in particular,
forward looking infrared (FLIR) weapons replaceable assem-
blies (WRAs) is one of the major intermediate maintenance
level test requirements which has not been automated, or im-
plemented in automatic test equipment (ATE). At present, a
human operator must subjectively evaluate a FLIR-displayed
image to assess WRA performance. This is a time- -consuming
process which is proving to be unacceptable due to: the in-
creasing number (and mix) of deployed systems at a single site,
the decreasing availability of highly trained maintenance per-
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sented at Autotestcon 83 (Ft. Worth, TX), November 1-3, 1983.

M. J. Boyd is with the Naval Weapons Center, China Lake, CA 93555.

A. G. Sutton is with Comarco, Inc. (Simutech Division), Ridgecrest,
CA 93555.

sonnel, the increasing throughput demand on deployed test
equipment, and the ambiguous test results which can often
occur from a subjective operator evaluation of displayed
imagery. ‘

In recognition of these problems, the Naval Weapons Center
(NAVWPNCEN), China Lake, CA, has been tasked by the
Naval Air Systems Command (NAVAIR) to investigate and
develop test concepts and technology applicable to the auto-
matic testing of EO WRA’s.

II. APPROACH

Automatic test of an FLIR WRA constitutes a significant
ATE systems design problem in which all elements of a typical
ATE architecture may be impacted. A critical component of
the overall automation problem is the computer processing of
WRA output video signals as a means to ascertain WRA imag-
ery performance (or lack of it) while subjecting the WRA to
optical input stimulus under ATE control.

Consequently, as part of our investigations, the various
laboratory and system specification performance parameters
normally used to define the imaging performance of a typical
FLIR system were analyzed to determine which were most

0018-9456/84/0900-0322$01.00 © 1984 IEEE
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essential (must be tested in the field) and, of those, which con-
stitute the greatest technical risk to implement in an automatic
processing test equipment architecture. Those parameters
deemed both critical and difficult to implement were selected
to form a baseline test requirement for further investigation.

A preliminary trade-off study was then conducted to deter-
mine what test technique(s) appeared most suitable for each
requirement. Typical factors considered in this trade-off in-
cluded: target complexity and numbers of targets required,
test software complexity, algorithm and processor complexity,
and memory and data acquisition requirements. Also consid-
ered was whether parameters could be grouped and processed
in a single test, or if a dedicated test for a single parameter was
required. Inputs to the trade-off study included: a literature
search, an industry survey, the test techniques in use at con-
tractor facilities or existing military deployed EO test equip-
ment, and new concepts based upon airborne system and
processing system expertise available in-house.

A laboratory facility was established to further trade off and
evaluate concepts by experimentation. Upon selection of a
test concept to be evaluated, detailed test structure and de-
sired outputs were specified and implemented in the EO test
facility. The development of test algorithms into modular
software packages was accomplished and experiments were
conducted to exercise the software design and identify design
changes, as required. This iterative cycle of design, evaluation
and change was continued until a satisfactory level of perfor-
mance was achieved.

For each parameter evaluated, a parallel effort of measure-
ment by traditional manual (subjective) methods was also
conducted to provide control and traceability for the auto-
mated processing results.

III. DiscussiON

The following provides a detailed discussion of our effort.
Three major subject areas are discussed: a description of the
EO test facility, a summary of the test requirements estab-
lished in initial trade-off studies, and a test concept trade-off
example, for one requirement, to illustrate methodology.

A. Test Facility

The EO test facility is based upon a Digital Equipment
Corporation PDP 11/44 minicomputer, programmable com-
mercial test equipment, an independent exploratory develop-
ment (IED) FLIR WRA similar to an S-3A FLIR architecture
(OR-89), an AAM-60(V)-1 manual test set and various ancil-
lary equipment. Fig. 1 illustrates the facility hardware con-
figured to process single lines of FLIR or TV WRA video out-
put data. In that configuration, data is collected and digitized
by a Tektronix 7612D and transferred to the PDP-11/44 via an
IEEE 488 buss for storage and processing. Over 1 Mbyte ran-
dom access memory and 20 Mbytes of disc storage is available.
Processing results can be displayed on a terminal or hard
copied on an ancillary X-Y plotter.

Facility software consists of an RSX-11M operating system
and processing is implemented in Fortran 77, To date, ap-
proximately 5000 lines of Fortran code have been developed
for experimental processing purposes, which comprise 96 soft-
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AAME0 V1

COLLIMATOR | recr gENCH

CONTROL

TEKTRONIX
76120
DIGITIZER

IEEE 488
BUS

IEEE 488 BUS INTERFACE

DUAL RLO2 10.4 MB DISK

1 MEGABYTE RAM

PDP 11/44 MINICOMPUTER

Fig. 1. Hardware configuration for processing single lines of FLIR or
" TV video output.

ware modules or submodules. Fig. 2 illustrates typical software
module partitioning and flow necessary to evaluate FLIR
WRA performance parameters.

B. Test Requirements

Three basic image test requirements have been established:
Spatial Resolution, Thermal Sensitivity, and Image Quality.
The first two requirements relate, in general, to a FLIR system
operator’s ability to detect an object in the field of view of the
system. The third requirement can be related to the system’s
general response and the overall “goodness” of the displayed
image and raster. It is postulated that each test requirement
can be satisfied by evaluation of a measurable test parameter
or group of test parameters related to that requirement. Table
I summarizes the requirements and related critical and/or high
risk parameters selected for evaluation.

C. Test Concept Trade-Off

As previously mentioned, the test concept trade-off of one
test requirement, spatial resolution, is presented here to illus-
trate the methodology applied to all Table I requirements.

Spatial resolution represents a FLIR systems ability to re-
solve small objects within the system’s field of view. The smaller
an object that can be resolved, the better the spatial resolu-
tion. Spatial resolution is a critical test requirement which
must be tested in the field. Test equipment design is impacted
by this requirement since, as spatial resolution increases, test
equipment processing becomes more complex (increased data
rates and bandw1dth) and optical stimulus requirements be-
come more stringent. In general, spatial resolution parameters
are field tested in only one detector scan direction (along scan)
by placing test targets, oriented perpendicular to the scan
direction, in the WRA field of view. ‘
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Fig. 2. Software module partitioning and flow for performance param-
eter evaluation. )

A commonly accepted parameter that can be used to de-
scribe the spatial resolution of a system is the modulation
transfer function (MTF), which is the system frequency re-
sponse. There exists a number of ways to evaluate and test
MTF. Current Navy-deployed test equipment indirectly tests
MTF using a traditional SWFR method. This manual test
utilizes a four-bar target of specified width and 7:1 aspect
ratio as a test stimulus. Modulation (response) at the spatial
frequency represented by a four-bar set is determined by an
operator from the oscilloscope display of WRA output signals.
This method of spatial resolution measurement has significant
dréwbacks in that only a few discrete frequencies can be tested
on any given target configuration. In addition, each frequency
requires an individual measurement, thus requiring numerous
tests to approximate a system frequency response curve. Al-
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Fig. 3. Compare modulation transfer function (CMPMTF) program
evaluation target.
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TABLE I
TEST REQUIREMENTS SUMMARY

REQUIREMENT MEASUREMENT PARAMETERS

—_

Modulation Transfer Function (MTF)
2. Square Wave Frequency Response (SWFR)

Spatial Resolution

Thermal Sensitivity I.  Minimum Resolvable Temperature Difference
(MRTD)

2. Video Noise Equivalent Temperature (VNET)
Image Quality Geometric Fidelity
AC and DC Uniformity
Signal Transfer Function
Channel Integrity
Field of View

pEwN -

though the measured SWFR values are not mathematically
equivalent to MTF, discrete MTF values can be calculated
from SWFR values by utilizing a standard Fourier expansion.

Another method for determining MTF is to Fourier trans-
form the systems response to impulse stimulation. The sys-
tem response is the line-spread function (LSF) which is a two-
dimensional equivalent of a three-dimensional point-spread
function (PSF). Impulse stimulation can be approximated
by a hot wire, or slit, placed in the WRA field of view and ori-
ented perpendicular to WRA detector scan direction.

As an alternative approach, the system LSF can be obtained
by differentiating the system response to a step function stim-
ulus which can be obtained from a knife-edge target oriented
in the WRA field of view as previously described. The deriva-
tive of the WRA output step function is the LSF which, when
processed by the test system using a Fast Fourier Transform
(FFT), yields MTF.,

"Analytical evaluation of the above methods of measuring
spatial resolution does not clearly identify a preferred concept.
Therefore, an experiment was conducted, using an 875-line
Vidicon TV camera from a FLIR system and a comprehensive
software program CMPMTF (CoMPare MTF) to evaluate each
method. CMPMTF evaluates MTF from a slit stimulus, knife-
edge stimulus, and four-bar stimulus by processing digitized
camera output signals. A special target was constructed for
this experiment and is shown in Fig. 3. The four-bar wedge
pattern shown in Fig. 3 provides a SWFR frequency continuum
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as a function of the horizontal TV line selected for processing.
Thus, numerous operator verifiable SWFR check points are
available to compare and evaluate processing results. CMPMTF
outputs can be listed or plotted for comparison using additional
data-handling software.

IV. REsSULTS

This summary of the results of our studies and experiments
to date is given with respect to both the test requirements
previously described and test set stimulus/measurement
capabilities. It should be noted that thermal sensitivity and
image quality investigations are still in an early experimental
stage. Consequently, results in these areas are more akin to
problems being investigated than to definitive observations and
comments.

A. Spatial Resolution

A computer measurement of SWFR that simply emulates
current manual methods is easy to automate, yields test re-
peatability improvements of up to 8:1 over operator interpre-
tation of an oscilloscope display and can be done in a fraction
of the time. However, only a single frequency can be tested
from each averaged data sample and target. On the other
hand, the FFT of the system line-spread function (from a slit
or knife-edge target) yields a complete system response, for a
nearly unlimited number of frequencies within the system
bandpass, from a single averaged data sample and target. How-
ever, repeatability of test results is less certain due to the sen-
sivity of FFT analysis to defects in target construction, WRA
noise, and test system noise. Nonetheless, these contributors
to measurement uncertainty can be reduced by proper target
construction and noise filtering techniques. In fact, the mea-
surement of spatial resolution using a slit stimulus provided
the best overall repeatability when the width of the slit was
accurately known and WRA output data was truncated, to
remove major signal distortions, prior to FFT processing.

- Slit width uncertainty was found to be the major contrib-
utor to measurement uncertainty and error. This occurs since
the input stimulus is not an infinitely narrow impulse, but is
rectangular in shape. As a consequence, the FFT output must
be corrected by a slit correction factor which is accurately
known. By experimental observation, variances in slit width
of only 2 percent resulted in a variance in calculated MTF of
up to 23 percent.

When processing MTF with a knife-edge stimulus, a software
differentiator is required to obtain the LSF from step response
prior to performing an FFT. This technique is less sensitive to
target construction defects, yet the differentiator can be ex-
tremely noise sensitive which results, again, in measurement
error and uncertainty. Given proper hardware filtering and
differentiator design, the knife-edge stimulus method yields
equally good MTF results as a slit stimulus, with the additional
hardware/software penalty.

Experimental data has shown that the detection of certain
“soft” WRA failures may be possible using LSF measurement
concepts that are not practical using SWFR methods. “Soft”
failures in this context are those WRA failures, commonly
caused by optical or electronic maladjustments, which would
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not be readily noticed by a FLIR system operator or cause
WRA built-in test to fail. This “soft™ failure capability is due
to the fact that the FFT output (MTF) contains many data
points throughout the WRA bandwidth from a single WRA
output data sample. The shape of the resultant frequency
response curve can be utilized (in conjunction with selected
discrete data point values) to assess WRA performance. To ob-
tain equivalent fault detection capability using SWFR methods,
a target must be provided for each frequency of interest, an
SWFR test must be done from each target, and a sufficient
number of frequencies must be tested to detect all anticipated
failure modes.

The major test time contributor, in any parameter measure-
ment method investigated, was found to be the time required
for data handling. Contributors to this problem include:
IEEE-488 Bus transfer speed, associated IEEE-488 Bus con-
trol software execution time, and disk storage transfer speed.
Empirically derived results indicate approximately three sec-
onds to perform processing of the MTF while data handling
time ranged between 65 to 70 s.

B. Thermal Sensitivity

Two major thermal sensitivity parameters are initially being
investigated in this development effort: minimum resolvable
temperature difference (MRTD) and video noise equivalent
temperature (VNET). The method used to determine MRTD
was suggested by Lloyds [1] model expressed as

MRTD(f) =K = NET/MTFE(f) €
where K is a function of detector dwell time, display monitor
response and human eye response. Since NET is not available
at a typical FLIR WRA I/0O interface, (1) is not directly use-
able and the parameter VNET (measured at the WRA output)
was established. The use of (1) requires a library of K values
for each type WRA to be tested. Also, (1) assumes that K re-
mains constant for all WRA’s of a specific type. Early experi-
mental results have shown that significant test uncertainties
occur with making these kinds of assumptions and work is
proceeding to identify and reduce the major error sources,
particularly in the VNET measurements.

VNET is measured as the rms value of a digitized video noise
signal. Poor repeatability of initial VNET measurements was
found, by spectral analysis, to be the result of significant non-
random noise characteristic of the WRA and associated test
equipment. Additionally, the spectral values of the video level
noise were not uniform with respect to frequency. Since
VNET measurement is a time-domain measurement process,
data obtained from a digital ““snapshot” of time domain noise
values will vary significantly from test to test as a result of
these two observed conditions.

Additional problems in the VNET concept were noted. For
example, no industry standard exists for this parameter and
there is no accepted method of verifying the quality of the
parameter, or traceability.

Although the initial results of MRTD and VNET measure-
ments indicate numerous problems, work is continuing to re-
solve these issues and investigate viable alternative approaches.



326

Fig. 4. Prototype target for experimental evaluation.

Analysis of WRA output noise spectrum and noise spectral
density appears promising at this point (although the exact
relationships to thermal sensitivity have not been established).
Noise spectrum measurements by ensemble averaging (magni-
tude averaging of noise spectral values) do not exhibit the
uncertainty problems observed in time-domain measurements
if a sufficient number of averages is chosen. Desirable results
have occurred as a result of 128 averages of noise spectral
data.

It must be noted that the fundamental issue in the automatic
measurement of thermal sensitivity parameters (such as MRTD)
is that most accepted techniques tested manually today in-
volve a parameter which includes operator perception and
other uncontrolled or not fully defined variables. The ulti-
mate goal of our thermal sensitivity investigation is to develop
a measurement parameter that is totally independent of the
display/operator complex and acceptable to industry as a
standard for testing purposes. Nevertheless, our first approach
was to attempt to utilize a parameter that is widely used and
could provide some traceability to manual testing and WRA
specifications.

C. Image Quality

Early investigations of the image quality parameters, noted
in Table I, indicated desirability of a single generalized target
capable of providing most of the required WRA input stimulus
in one target structure. Processing of WRA output data ob-
tained using frame grab and/or broadband single line sampling
techniques could then yield a variety of image quality test
parameter values in a single test. If possible, the same target
would be used to satisfy spatial frequency and thermal sensiti-
vity stimulus requirements as well.

A prototype target was designed and constructed for experi-
mental evaluation and is shown in Fig. 4. Parameters consid-
ered testable using an automated computer process with this
target include spatial resolution (MTF), thermal sensitivity
(VNET and MRTD), ac uniformity, geometric fidelity, signal
transfer function, and IR channel integrity. MTF is measured
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by differentiating the knife-edge response, determining the
Fourier transform, and converting to SWFR equivalence using
Fourier series expansion techniques. VNET is measured as
the video level rms noise voltage from bar to bar, and MRTD
from MTF and VNET as noted in (1); ac uniformity is mea-
sured by comparing the intensity levels of all the TV lines
within a hot vertical bar. Geometric fidelity refers to the sys-
tem’s ability to accurately reproduce an apparent two-dimen-
sional image from three-dimensional object space. Geometric
fidelity includes such parameters as spatial fidelity, tilt, field
of view size, and image orthogonality. Knowing the position
of points in object space, spatial fidelity can be tested by
checking the relationship of the corresponding points in image
space. This parameter is measured by checking the index
values of the preselected voltage threshold level at each of the
bar transitions. Other parameters such as image orthogonality,
tilt, and field of view size are tested by making geometric cal-
culations on the array index values of the digitized image.
Signal transfer function (SiTF), is represented by the video
voltage level as a function of stimulus delta temperature. IR
channel integrity refers to the measurement of dead or noisy
IR channels. Noisy channels are detected as wide variances in
the line-by-line NET analysis and dead channels are detected as
wide variances in the ac uniformity measurements.

Evaluation of this prototype target is well underway, how-
ever, significant problems have been observed. For example,
one difficulty encountered in processing imagery that has been
generated through multiplexing techniques is dealing with the
artifacts that result from these processes. As an example, in
typical FLIR systems the display scan lines will relate to IR
scan lines in some format. This mapping has been particularly
difficult for the electro-optical multiplexed FLIR we have
been using because of the curved IR scan path compared to
the horizontal scan of the TV camera. This particular IR scan
format exists in the early S3-type systems still deployed in the
Navy. Newer systems do not present this identical problem,
however, the correlation of TV lines to the IR scan lines re-
mains a function of image tilt. Thus a correlation problem
exists for all systems and the relationship between TV and IR
scan lines may not remain constant over the horizontal scan
period. The resulting distortion of the waveform has made it
difficult to extract information about dead and/or noisy IR
channels. A partially effective solution for the S3 FLIR sys-
tem has been to look at narrow vertical slices of data near the
center of the field of view. The relationship of the video line
data to the IR channels in this region is better due to the near
parallelism of the TV lines to the IR channels.

Image quality test precision and accuracy capability using
the prototype target has been established by statistical meth-
ods (means and standard deviations for repeated tests). In
general, repeated test results are observed to be within two
standard deviations of manually measured values. However,
at the present time, to achieve a high degree of confidence in
the automatically processed image parameters, it is necessary
to take many samples with statistically valid pass/fail criteria
established for each test parameter.
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V. CONCLUSIONS

The development of processing techniques, as described in
this paper, is expected to continue through the end of fiscal
year 1984 as a parallel effort with other investigations of EO
avionics test automation. However, at this time, several con-
conclusions can be drawn.

1) The processing of FLIR WRA output video, to automati-
cally determine imaging system performance, is feasible for
both fault detection and diagnostics. As used here, the word
automatic denotes that no operator interpretation of the dis-
played imagery is required.

2) A combination of TV line and frame grab processing
capability is essential in any ATE that would truly accommo-
date FLIR video test requirements. The amount, acquisition
rate and near real-time manipulation requirements of data,
inherent in the frame grab process and required to interpret
test results, may dictate a specialized image (video) processor
design in any ATE architecture regardless of core capability.

3) Noise and artifacts present in a FLIR video output signal,
even in a properly operating WRA, may require significant
hardware and software filtering or preprocessing of data prior
to processing for test results. Despite a carefully designed pro-
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cessor system, statistical data collection and test reiteration
may be necessary to determine WRA pass/fail conditions.

4) FLIR test parameters, such as MRTD which are based
upon an operator(s) ability to percieve or recognize objects in
a FLIR system field of view, are not readily usable for auto-
matic test purposes. New parameters may be required which
can be directly translated to electrical signals available at the
WRA output. Acceptance by the EO avionics community is
the critical issue in development of more testable performance
parameter definitions.

5) Spatial resolution tests using discrete frequency four-bar
targets and SWFR measurements, as used in the field today,
need not be duplicated in future deployed EO test equipment.
Test techniques using line spread function analysis (from slit
or knife-edge targets) provide a significant improvement in
fault detection capability and simplifies test equipment design
by reducing the number of targets required.
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A Simple Fast Frequency Detector for a Constant
Amplitude Sinusoid

MAHIR K. MAHMOOD, MEMBER, IEEE, JANAN E. ALLOS,
MEMBER, IEEE, AND MAJID A. H. ABDUL-KARIM

Abstract—The frequency of a constant-amplitude sinusoidal signal is
measured within a small fraction of a cycle. This is accomplished by
carrying out computations on two successive samples of the input signal.
System delay expressed in a fraction of a cycle is given by two times
the ratio of the input-to-sampling frequencies. An inverse sine func-
tion is computed using digital hardware, giving a digital output repre-
senting the frequency.

I. INTRODUCTION

Fast frequency detection has many applications in power sys-
tem control, and automatic frequency control. In general,
applications are most appropriate where the frequency is very
low [1], or where the transient variation of the frequency is to
be detected. For the first case, using the conventional time
interval counter method, the counting time becomes excessively
long for a reasonable accuracy, while in the latter case, the
transient variation may be lost due to averaging. In such cases,
it becomes necessary to measure the frequency within a small
fraction of a cycle.

Manuscript received April 1, 1983; revised June 4, 1984.
The authors are with the University of Baghdad, College of Engi-
neering, Electrical Department, Baghdad, Iraq.

As an example of the urgent need for the fast frequency mea-
surement in less than a cycle, consider the Doppler method of
velocity measurement, in which the difference frequency (Af)
between two sinusoids is to be measured. If Afisso small as
to be of the order of few hertz, then the conventional time in-
terval counter method will take many seconds for a reasonably
accurate measurement. However, it is quite probable that Af
may change many times during the measurement time, yielding
a reading that is completely incorrect.

In general, the fastest detection speed is one cycle, or half a
cycle for a symmterical waveform. However, if the signal is
mathematically well defined, as in the case of a sinusoid, then
detection can be achieved in a small fraction of a cycle.

In this paper, the frequency of the constant-amplitude sinu-
soid is measured within a small fraction of a cycle. The speed
of the system can be easily increased simply by increasing the
sampling frequency.

In the proposed system, it is assumed that the amplitude of
the input signal is constant and known to the designer. How-
ever, if that is not the case, then other methods [2], [3] of fast
amplitude detection within a small fraction of a cycle are to be
used together with the proposed system.

II. MATHEMATICAL RELATIONSHIP

Assuming the input signal is a pure and distortionless sinusoid,
then

v;=Vsinw;t

(1)

0018-9456/84/0900-0327301.00 © 1984 IEEE



328

J\>°__

Vs f,
S
h
N;&_‘. FF
a

Mono. 1 Mono- 2

la e

S/H

Latch,2x74174
Mono., SN74121
S/H, SHM_LM2

(

C1-C5, 710 T DN
Counter,3x7493
“Ck
Mono R counter Mono-4
a 3
LT g
Latch LE
a

Fig. 1. System block diagram.

M

t

9 F1L_f
4 | I [«
e | | I I
vﬂ
VR e —"
o IR A (N N R A R Y
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and at ¢ = ¢, the first sample is taken, then

vV, = Vsin w;t;. )
At t=1t, =t + At, the second sample V, is taken, then
V2 = Vsin wi(tl + At). (3)
Subtracting (2) from (3) after taking the inverse sine, then
.1 V2 . (V
w;At =sin"! <7> - sin”! <?> . 4)

Equation 4 gives the value of w; for the given value of ¥ and
At

III. SYSTEM DESCRIPTION

Fig. (1) shows the block diagram of the system, and Fig. 2
shows the timing waveforms. The input signal v; is applied to
the two sample and hold (S/H) circuits. The sample control
signals (d, e) are time shifted by At and are generated by Mono.
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1 and 2 (See Fig. 2) using the signals (b, ¢) that are derived from
an oscillator whose frequency is equal to the sampling frequency
(fs). The outputs of these S/H circuits (V; and V, ) are applied
to special purpose hardware that computes the absolute value
of the right-hand side of (4). Thisis accomplished by modifying
the method described in [4] as shown in Fig. 3. In each sam-
pling cycle (At, or one cycle of vy), the two samples are com-
pared with the sampling sinusoidal signal v; using comparators
C; and C,. Hence the average value of the signal at the output
of C; will be proportional to ((7/2)- 2 sin™* (V{/V)) and
that for C, be proportional to ((m/2) - 2 sin”! (V,/V)). The
width of each pulse in the EX-OR gate output will be

1 V2_ “‘IZ}_

sin”" —= - sin
V |4

27 f
By substituting (4) into the above equation one obtains
_ w;A;
2mfy

since fg = 1/At.
At the begining of each sampling cycle, the counter is initiated
by the output of Mono. 3, and as shown in Fig. 3, the counter
will be enabled during 27 time in each sampling cycle. Hence

the digital number N stored in the latch after each sampling
cycle will be

N =27f,

Wy

ey )
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Fig. 4. System linearity and percentage ripple (percent R) versus input
frequency f;.

where f, is the high-frequency clock of the counter. Using (5,
the value of N can be rewritten as

N=o Tefi

3

It should be noted that the computation of the inverse sine
using this method gives a range of operation of [0 - (7/2)] rad.
Hence a correct output is obtained only when both samples are
taken from a nonchanging sign slope segment of the input signal.
Hence an error will occur if ¥V is taken before a peak (ora
trough) and sample ¥, after it. However, this erroneous out-
put is loaded to the latch after, at most, 2A¢ time from the
peak (or the trough). Hence using C3, C4, and the OR-gate,
Mono. 4 is triggered at almost the peak (or the trough) and has
a time constant of 2A¢. Mono. 4 output g decides whether
the content of the counter is loaded to the latch.

(6)

IV. EXPERIMENTAL RESULTS

The digital output is converted into analog for test purposes.
The system was operated for the decade range 10-100 Hz., with
fs=1kHz, and f, =4.19 MHz. This gives Np,,x = 838 (corre-
sponding to 100 Hz.). Hence a 10-bit counter, latch, and DAC
were used. ,

Fig. 4 shows system linearity and ripple content for a decade
range of input frequency. System linearity shows the linear re-
lation between DAC output and the input frequency. The
ripple content does not exceed 1.8 percent and it was mainly
due to the inherent harmonic distortion of the input and sam-
pling signals (about 0.3 percent). :

The effect of harmonic distortion can be easily calculated
using sets of two successive samples taken from a distorted sinu-
soid. Then each set is used to compute the frequency using
(4). The output for each set will be slightly different from those
for other sets. Using these outputs the ripple factor due to
harmonic distortion can be calculated. Fig. 5 showsthe experi-
mental and calculated results for the harmonic distortion effect.

V. CONCLUSIONS

The frequency of a constant amplitude sinusoid was detected
within small fraction of a cycle. This was carried out by a
simple computation on two successive samples of the input.
The system possesses an erroneous output when computation
is made around the peaks (or the troughs). The system compen-
sates for such errors but at the expense of the speed.

The method is very useful for pure and low-distortion sinu-
soids. However a more complicated equation may be derived
to deal with sinusoids with specific harmonics.  Implementation
of such an equation requlres much more hardware than that
described here.
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Digitally Programmable Gain Amplifiers
SUHASH C. DUTITA ROY

Abstract—Following a review of the state of the art, some new circuits
are presented for designing a set of digitally programmable gain ampli-
fiers. Design features of these circuits are presented, and critical assess-
ments are made of their relative merits and limitations.

I. INTRODUCTION

Digitally progammable gain amplifiers (PGA’s) ease analog-
to-digital conversion and multiplexing [1] because they pro-
vide an inexpensive method of data acquistion from widely
differing sensor levels. They can be realized with an operational
amplifier (OA), a switched resistor network, and a switch driv-
ing circuit, actuated by a digital word. The basic circuit utilized
for this purpose is the inverting or the noninverting finite gain
configuration of the OA, as shown in Fig. 1, where the relevant

Manuscript received September 20, 1982; revised November 14,1982.
The author is with the Department of Electrical Engineering, Indian
Institute of Technology, New Delhi 110 016, India.
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Fig. 1. Basic circuit utilized for (a) inverting and (b) noninverting pro-
grammable gain amplifier.
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Fig. 2. (a) Tobey’s inverting PGA for obtaining all integer gains from 1

to 15. (b) Tobey’s noninverting PGA for obtaining gains of 1, 10,
and 100.

expressions for gain are also included. To achieve program-
mable gain, we need to vary Rg or Ry or both through appro-
priate switches, typically realized with FET’s.

In this paper, we critically examine the various possible
circuits for PGA’s so obtained. Some of these circuits are given
in the literature, while the others are new. We consider arbi-
trary as well as integer-valued gains. For the latter case, we
investigate the possibility of minimizing the number of switches
and resistors, and determine the optimum number of equal-
valued resistors required for the fabrication of the resistor
network. The error due to the nonzero ON resistance of the
switches is examined, along with design modifications required
to minimize it.

II. SoOME KNOWN CIRCUITS
A. An Inverting PGA

An example of inverting PGA using a variable R; is shown in
Fig. 2(a). This circuit, originally presented by Tobey [1], has
a gain equal to the decimal value of the binary word S;5,S535,,
where

i=1to4.

1, when ON

0, when OFF

Clearly, any integer gain from 1 to 15 can be achieved. In gen-
eral, N binary weighted resistors R, R/2, R[22, -+ R/2N7!
and N switches can realize any integer gain from 1 to 2%V - 1.
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—o Vo
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Fig. 3. Woo’s generalization of Tobey’s noninverting PGA to provide
an arbitrary set of V gain values—integer or otherwise.

The circuit provides economy in the number of switches and
resistors, but suffers from the drawback that the input imped-
ance varies with the gain. Further, the ON resistance of the
switches R, typically ranging from 100 to 500 £, and their
drifts due to temperature and aging, affect the gain accuracy.
This error can be made negligible by choosing R/8 >> R, but
this means using hlgh-valued resistors for the Ry network, which
are incompatible with low noise, high speed, and low drift
performance [1].

The error due to Ry can, however, be mmlmlzed by reducing
each resistance in the R; network by Rg.® The drift in Ry,
6R;, will typically be a small percentage of R;, and it is rela-
tively easy to satisfy R/8 >>8 R with moderate valuedresistors.

B. A Noninverting PGA

The drawbacks of the inverting PGA of Fig. 2(a) can be over-
come in the noninverting circuit of Fig. 2(b), where both Rg
and R; are varied by switching. This circuit, also proposed by
Tobey [1], has a gain equalto §; ® 10 S, ® 100 S5, where ®
denotes the logical EXCLUSIVE OR operation. One can thus
obtain decade gain values of 1, 10, and 100. Similarly [2],
with four resistors of values R, R, 2R ,and 4R, and four switches,
one can obtain the binary gain values 1, 2, 4, and 8.

In this circuit, the input impedance is high and independent
of switching. Furthermore, since the switches are closed one
at a time,? and each switch is in series with the inverting ter-
minal of the OA, very little current flows through it. The gain
is therefore insensitive to Ry and its drift.

C. Generalization of the Noninverting PGA

The noninverting PGA of Fig. 2(b) can be generalized, as
shown in Fig. 3, to provide any arbitrary set of gain values—
integer or otherwise. This generalized circuit was analyzed by
Woo [2] for integer valued gains from 1 to NV, and later by
Genin [3] for any arbitrary set of increasing gain values 4,
Ag,- -, Ay with 4, =1. Writing the expressions for 4,
(with nth switch closed) and 4,,; (with (n + 1)th sw1tch
closed), it follows that

5 ‘er(l/A,,)- (1/Ane1)),
" RT/AN’ n=N

I1Sn<N-1

(2)

LIf all the switches do not have the same oN resistance, then R/8 is
to be replaced by (R/8) - Rg,;, R/4 by (R/4) - Ry,, etc.
2We assume this to be true for the circuits of Fig. 2(b), and Figs. 3-5.
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Fig. 4. (a) A noninverting PGA which requires equal valued resistors
for integer gains. (b) Alternative noninverting PGA which also re-
quires equal valued resistors for integer gains.

where Ry =R; +R, +
so that (2) simplifies to

’RT/[n(n+l)], 1<Sn<N-1
R, =
R7/N, =N

-+ Ry . For integer gains, 4, =

3)

III. SOME NEW CIRCUITS
A. A Noninverting PGA

In the PGA circuit of Fig. 3, both Ry and Rj vary with switch-
ing. Fig. 4(a) shows an alternative circuit in which Ry is fixed,
and R is varied by switching. The lowest gain obviously is
Ay =1, achieved when S, is closed. In general, when the nth
switch is closed, the gain is

A,,=1+(f R,)/Rl.

i=2
Similarly, writing the expression for 4,_,, it is easy to find
the required resistor values as

n=Ri(Ap-Ap-y), 2 (5)

For integer gains, 4,, = n and (5) gives R, = Ry for all n. This
feature of equal-valued resistance is of great advantage in fabri-
cation, trimming, and tracking with temperature and aging.
Because of this, the circuit of Fig. 4(a)issuperior to that of Fig.
3. High input impedance, independent of switching, is a com-
mon feature of both (and of all noninverting PGA’s discussed
in this paper), but the new circuit has the disadvantage that its
gain is sensitive to Rg. If Ry is the same for all the switches
and does not drift, then by using a resistance R, - Ry in place
of R,, all gains will be exactly realized except for 4; which
will now be 1 + Ry/R, instead of unity. The latter can also be
compensated for by using another switch in series with R,
which opens only when §; is closed.

(4)

<n<N.

B. Alternative Noninverting PGA

If, in Fig. 1(b), we keep R fixed and vary Ry by switching,
the circuit of Fig. 4(b) results. When switch S, is closed, the
gainis 4, =1 + Rg/R,, so that

R, =Rgp/(4,-1), 1<n<N. (6)
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Fig. 5. An inverting PGA whose input impedance is insensitive to switch-
ing and whose gain can be compensated for Ry error.

The effect of R, can be compensated for by reducing each re-
sistance of the R; network by the amount R;. For integer
gains from 1 to N + 1, the resistor values required are

R, = (Rp/n) - Rs. @)

An equal-resistor design for integer gains can be obtained by
keeping all switches normally ON, and by opening them one
by one. In general, the gain will be

N
A=1+Rp Y. SG;
i=1

(8)

where §; is given by (1), G; = 1/R;, and R; is assumed to in-
clude Rg. Let A,,;(4,) be the gain with S; to Sp,+1(Shn)
closed and S,,4,(Sp+1) to Sy open; then from (8), it easily
follows that the required resistor values are
R,=Rp/(A,+1 — Ap), 1<n<N.

=n+1,sothat R, =Rpforl1<n

€)

For integer gains, 4, < NMN.

C. Inverting PGA with Constant Input Impedance

The dependence of the input impedance on gain in an invert-
ing PGA can be overcome with a fixed Ry and a variable Ry, as
shown in Fig. 5. In this, the effect of Ry can be compensated
for by reducing the first resistance R; by an amount Rg from
the design value. Let 4,,-;(4,) be the gain with the (n - 1)th
(nth) switch closed; then it is easy to show that the required
tesistor values are given by

Ri(l4p]-14p-4D, 1

If it is desired to have integer gains, then 4,
Rl , 1<n<N.

<n<N. (10)

=n so that R, =

IV. MINIMIZING THE NUMER OF SWITCHES
AND RESISTORS

As already pointed out, the circuit of Fig. 2(a) provides
economy in the number of switches and resistors because only
four switches and four plus one resistors can give 24-1=15
gain values by operating more than one switch simultaneously.
In this sense, the circuits of Fig. 2(b) and Figs. 3-5 are wasteful.
The concept of multiple switching can, however, be easily
extended to these PGA circuits also. We shall illustrate this
with two examples of noninverting PGA’s, and in each case,
we shall aim at obtaining integer gains from 1 to 16. The first
circuit, shown in Fig. 6(a), is of the fixed R;—variable R type.
Its gain, assumlng R = 0, is unity plus the decimal value of the

binary word S4S3 2S,, where §; is given by (1) and bar de-
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Fig. 6. (a) An economic PGA for integer gains from 1 to 16. (b) Alter-
native economic circuit for integer gains from 1 to 16, in which the
effect of R can be eliminated.

notes binary complement. The error due to Ry is zero only
when all the switches are open i.e., for a gain of 16. For all
other gains, the error will be nonzero and cannot be compen-
sated for. The largest error will occur when all the switches are
closed i.e., for a nominal gain of unity. Under this condition,
the error can be written in the form
4
Error = (Rg/R) 3. [1+Ry/GR)I™. an
i=1

Expanding each term in the summation and neglecting square
and higher powers of Ry/R gives

Error = (Rg/R) [4 - (15/8) (Rg/R)] <4R,/R. (12)

If it is required to limit the error to a maximum of 1 percent,
then (12) shows that R must be no less than 400 R;.

The situation is vastly improved in the circuit of Fig. 6(b)
which is of the fixed Rgp—variable R; type. The gain of this
circuit is the same as that of Fig. 6(a), but the effect of Ry, if
free from drift, can be completely eliminated by reducing each
resistor by the amound R;.

The circuits of Fig. 6(a) and (b) can be generalized for any
integer gains from 1 to 2%V by using N resistors and the same
number of switches.

V. EQUAL RESISTOR DESIGN OF ECONOMIC
PGA CIRCUITS

In the economical PGA circuits of Figs. 2(a), and 6(a) and
(b), Ry can be made negligible compared to the lowest resis-
tance in the switched resistor network. Then it is of advantage
to use equal valued resistors r to fabricate the network in IC
form. Consider, for example, the circuit of Fig. 6(b), and as-
sume Ry << R/8. If we use resistors of value R only, i.e.,
r =R, then we require eight R’s (in parallel) for R/8, four for
R/4, and so on. The total number of resistors, therefore, is
N, =16. If we use r = R/2, it is easy to see that N, = 11. With
r =R/4, similarly, we get N, = 13, while forr = R/8 the count
increases to N, = 23. Thusr = R/2 is the optimum choice. As
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can be easily shown, this conclusion is valid for Fig. 6(a) cir-
cuit also.

If the upper gain range is extended to any number between
17 and 32, then it can be shown from similar arguments that
r = R/4 gives the minimum number of resistors, v1z 17.Ingen-
eral, let the gain range be 1to 2V and letr= R/2 1n a circuit
of the type of F1g 6(b) Then re51stance values requlred are
R, R, R/2, R/4,- R/2 R/2 R/2 k+1 R/2
The total number of res1stors 1t can be shown, can be expressed
in the following form

N, =2V 2%y +3 X 2% - (13)
Minimizing N; with respect to k gives
k = integer nearest to [(N/2) - 0.7925]. (14)

For example, N =2 requires k =0, N =3 and 4 both require
k=1, while N=5 and 6 both require ¥ = 2. These agree with
the direct calculations mentioned at the beginning of this
section,

VI. CONCLUSIONS

Methods for obtaining an arbitrary set of N digitally program-
mable gains have been reviewed. Some new circuits have been
presented for this purpose, which have the advantage of re-
quiring equal-valued resistors for an arbitrary range of integer
gains. For the latter case, methods have been suggested for
minimizing the number of switches and resistors. It has been
shown to be possible to fabricate the resistor network with an
optimum number of equal valued resistors. The error due to
nonzero ON resistance of the switches has been carefully ex-
amined, and modifications required to minimize it have been
discussed.
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Characterization of Frequency Stability: Analysis of
the Modified Allan Variance and Properties of
Its Estimate
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Abstract—An analytical expression for the modified Allan variance is
given for each component of the model usually considered to describe
the frequency or phase fluctuations in frequency standards. The rela-
tion between the Allan variance and the modified Allan variance is
specified and compared with that of a previously published analysis,
The uncertainty on the estimate of the modified Allan variance calcu-
lated from a finite set of measurement data is discussed.
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I. INTRODUCTION

Many works [1]-[5] have been devoted to the characteriza-
tion of the frequency stability of ultrastable frequency sources
and have shown that the frequency noise of a generator can be
easily characterized by means of the ‘“‘two-sample variance”
[2] of frequency fluctuations, which is also known as the
“Allan variance’” [2] in the special case where the dead time
between samples is zero.

An algorithm for frequency measurements has been devel-
oped by J. J. Snyder [6], [7]. It increases the resolution of
frequency meters, in the presence of white phase noise. It has
been considered in detail by D. W. Allan and J. A. Barnes [8].
They have defined a function called the ‘“modified Allan
variance’” and they have analyzed its properties for the com-
monly encountered components of phase or frequency fluctu-
ations [3]. For that purpose, the authors of [8] have expressed
the modified Allan variance in terms of the autocorrelation of
the phase fluctuations. For each noise component, they have
computed the modified Allan variance and deduced an empiri-
cal expression for the ratio between the modified Allan variance
and the Allan variance.

In this paper, we show that the analytical expression of this
ratio can be obtained directly, even for the noise components
for which the autocorrelation of phase functions is not defined
from the mathematical point of view. We give the theoretical
expressions and compare them with those published in [8].

The precision of the estimate of the modified Allan variance
is discussed and results related to white phase and white fre-
quency noises are presented.

II. BACKGROUND AND DEFINITIONS

In the time domain, the characterization of frequency stability
is currently achieved by means of the two-sample variance
[2] €03(2, T, 7)) of fractional frequency fluctuations. It is
defined as

(022, T, 7)) = 3 {(Fksr ~ 71)*) (N

where the quantity ¥ is the average value of the fractional fre-
quency fluctuations y(¢) over the time interval (¢, tx +7)
such that

_ 1 e +T
Yk == y(2) dt.

Ttk

In (2), t; represents the moment at which the kth observation
time interval starts. We have

T=2T1

(2

ty =tg HkT,

3

where tq is an arbitrary time origin, k is a positive integer, and
T is the time interval between the beginning of two successive
observations.

In all the following, we assume that the dead time between
samples is zero. We then have

T=r. 4

In this special case, the two-sample variance is well known as

the Allan variance 03 (7)
03(1) ={0} (2,7, 7))

&)

The relation between the Allan variance and y(z) can be ex-
pressed as

1 ty+27 T+T 2
0?,(7’) = P <‘f y(t)dt - f y(@® dt} > (©)

I +T ty

Equation (6) shows that of, (1) is proportional to the true vari-
ance of the output of a linear filter with input signal y (¢#) and
impulse response %, (¢) in Fig. 1.
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gho

Fig. 1. Variations with time of the linear filter impulse response which
represents the signal processing for the Allan variance calculation.

T T

T

£
V —

Fig. 2. Illustration of the algorithm considered for the measurement of
periodic signal frequency.

The fractional frequency fluctuations y (¢) are actually well
described by a conventional model which consists of a set of
five independent noise processes [2]. Taking into account the
finite bandwidth of the processed signal and assuming a single
pole filter, the one-sided power spectral density Sy( ofy(@®
can be written as

fOt

IT(Z:)’_

where coefficients h, do not depend on f. The integer a« equals
2,1,0,-1, and -2. f, is the 3-dB bandwidth of the hardware
filter.

Sy (f) =hq (N

I1I. THE MODIFIED ALLAN VARIANCE

The main property of the algorithm developed by J. J.
Snyder is to increase the precision on the measure of periodic
signal frequency, in presence of white phase noise [7]. It con-
sists in dividing a time interval 7 into n cycles of clock period
7o such as

T=nTp.

(8)

Therefore, from a given observation time interval of duration
27, n overlapping time intervals of duration 7 can be obtained,
as depicted in Fig. 2. Another property of this algorithm is to
reduce the total observation time by a factor n/2.

Following this way, Allan and Barnes have introduced the
“modified Allan variance’ [8] such as

1 1 n to+ (i+2n)7g
Mod 0},(7)=—2;2'<[; Z{f y(t)dt
i=

to + (i+n)To
2

to + (i+n)7o
]
to +iTo

0

€)

It can be easily seen from (9) that the calculation of each
statistical sample involved in the definition of Mod of,('r)
requires a signal observation of duration 37.

The impulse response h,(t) of the equivalent linear filter
consists in finite sum of n shifted impulse responses % (2).
We have

12
hn(5)=— 3 Ryt iro).

i=1

(10)
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TABLE I

ANALYTICAL EXPRESSION FOR THE
CONDITION

MODIFIED ALLAN VARIANCE WITHIN
2 fero >> 1

NOISE TYPE

WHITE P M

3h

8nm 1

fc

2

2

hl [ n-1
3nen(2nf ) + I (
PR A S

T

FLICKER P M

n-k)

2 2
{4ln(:7 - 1)-gn (4_;‘2_ - 1)”

WHITE F M

2
4n" -3n+1 +

2

2h_11Ln2 1

n-en2

n2

]

t> (k+n)(

- (n-2K)2n|k -,2‘4]}]

FLICKER F M

k=2n)an(k +n) +2 (k= n) (k +2n)2n]k - n |+ 3kBnk - k

ngl K n[
X - - - - -
k=1(n ) x{z (k +2n)an(k +2n)-(k 2n)&n(2n k)]

[(n +2k)en(k +§)

33
40

RANDOM WALK F M 1

8n

In order to illustrate (10), variations with time of the shifted
functions %4(f - it¢) and of the impulse response h, (t) are
represented in Fig. 3(a) and (b), respectively, forn = 10.

Forn = 1, the Allan variance and the modified one are equal.
We have

Mod 02 (1) = 0}, . (11

One can express (9) in terms of the spectral density Sy ().

We have
2 ( f ®
—= 1
n2nir? A

+2nz-:1 (n- k)f
k=1 0

Mod 0% (1) = 2

Sy () sin® (nfnto) df

D Sy (f) cos (2mfkTo)

- sin? (mfnto) df}. (12)

It should be noted that the integrals involved in (12) are con-
vergent for each noise component. The analytical expression
for the modified Allan variance can therefore be deduced
directly from this equation.

In the following, it is assumed that the condition 2nf 19 > 1
is fulfilled. This means that the hardware bandwidth of the
measurement system must be much larger than the reference
clock frequency.

We have calculated the modified Allan variance for each
noise component. Results are reported in Table I. It appears
that the analytical expression for Mod 032, (7) isrelatively simple
except for flicker phase and flicker frequency noises where it
is given as a finite sum of functions depending on n. In order
to compare the Allan variance with the modified one, we

t—m 4

1

20n

(b)

Fig. 3. (a) The impulse response 4,,(z), associated with the modified
Allan variance calculation, represented as a sum of n shifted impulse
response h1(f). It is assumed n =10. (b) Variations with time of
the impulse response %, (¢), in the special case where n = 10.
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TABLE 11
ANALYTICAL EXPRESSIONS AND ASYMPTOTICAL VALUS FOR R(n)
(Results Are Valid within Condition 2mf.ro >> 1)

1 n-1

n"4n k-l
= (k+n)(k=-2n)an(k +n) +

x I (n-k) x{% [(k+2n)1n(k +2n)-(k-2n)ln(2n-k)]

(k-n)(k +2n)enlk - nl+ 3k ank -k[(n +2K)en(k +3)

2

consider the ratio R (n) defined in [8] as
R(n) = Mod 03,(1)/03, (7). (13)

The analytical expressions for R(n), deduced from Table I,
are reported in Table II. One can see that R(n) does not
depend on the product f, 7o, except for flicker phase noise
modulation. The asymptotic values of R(n) are also listed in
Table II.

Fig. 4 depicts the variations of R(n) with n. It shows that,
for large values of n, white phase and flicker phase noise
modulations have dlfferent dependences. As outlined in [8],
this gives a means to easily distinguish these two noise pro-
cesses, in the time domain. Forlargen, and fora=0,-1,-2,
R (n) remains a constant. Consequently the Allan variance can
be deduced from the modified one, for these noise processes.

A comparison with results of [8] shows a good agreement
for =2, 0 and -2. But, fora =1 and - 1, our expressions for
the modified Allan variance and ratio R (n) disagree, especially
for flicker phase noise modulation. This discrepancy might
be due to the fact thatin [8], Mod Uy (7) is expressed in terms
of the autocorrelation function of phase fluctuations which
is not defined for @ = 1.

1V. UNCERTAINTY ON THE ESTIMATE OF THE
MODIFIED ALLAN VARIANCE

Equation (9) shows that the definition of the modified Allan
variance theoretically implies an infinite set of time intervals.

Practically, one can only estimate this quantity from a finite
set of m successive cycles similar to the one depicted in
Fig. 3(b).

Let Mod o y(T) be the estimated modified Allan variance
(EMAYV) such as

1
Mod 0;(7') = 7— (14)

L8 (s

pAR(N)

n
1 1 e

1 10

Fig. 4. Variations with n of the ratio R (n), for fractional frequency
fluctuations with power law spectrum Sy, (f) = ko - (1/1 + (f/fc)z)f @
within condition 2nf 79 >> 1. (*For a +1,R(n)i 1s a function of fc
and 79. The reported variations are for 21rfc-ro =10%)

where

Ajx =

>

to+ (i+2n)7o+ (k-1)3n10
f y () at

to+ (i+n)7o + (k-1)3n7g

to + (i+n)7g + (k-1)3n70
- f y() dt.

(15)

to+itg+ (k-1)3n7g
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The EMAV is a random function of m. Its calculation requires
an observation time of duration 3mr.

We consider €, the fractional deviation of the EMAYV relative
to the modified Allan variance defined as follows:

Mod 3;(1) - Mod of, (1)
e =
Mod 03 (7)

The standard deviation o(€) of e defines the relative uncertainty
on the measurement of the modified Allan variance, due to the
finite number of averaging cycles. We have

(16)

a(e) = {0? [Mod 62(1)]}Y/2

Mod 03 (1) an

where ¢ [Mod 3;‘; (7)1 denotes the true variance of the EMAV
such as

0® [Mod 62(7)] ={[Mod 05(M1%) - [Mod 63 (D]%.  (18)

We assume that the fluctuations y () are normally distributed
[10]. One can therefore express {[Mod 63 (7)]?) as

m?([Mod 63(1)1%)
=(m* +2m) [Mod 03 (1)]?

+4 Zl (m - p) 2Zl(n-i)1n+nlo] (19)
p=1 i=1

where [, are integrals which depend on n and on the noise pro-
cess. We have

<8
8n2r2n’I, =f y({)
o f

X {6 cos 2nfroi - 4 cos 2afro(i +n)
- 4 cos 2mfTo(i - n) + cos 2nfro(i + 2n)
+ cos 2nfTo (i - 2n)} df. (20)

For each noise component, the expression for ¢(€) can be
deduced from the calculation of integrals involved in (20).
These expressions are generally lengthy and complicated except
for white phase and white frequency noise modulations, where
integrals I, equal zero. We have limited the present analysis
to these two noise components. We get for o(€)

cos 6mnpfTy

2
g(e)=—, for =2 and O. Qn
m
We now compare (21) with previously published results related
to the estimate of the Allan variance [5]. For a given time
observation of duration 3m7, it can be easily deduced from

[5] that the relative uncertainty on the estimate of the Allan

variance varies asymptotically as 1.14 m~Y2 and 1.0 m Y2 for
a =2 and 0, respectively. For these two noise components, the
uncertainty on the EMAYV is larger than the uncertainty on the
estimated Allan variance, but of the same order of magnitude.

V. CONCLUSION

We have calculated the analytical expression for the modi-
fied Allan variance for each component of the model usually
considered to characterize random frequency fluctuations in
precision oscillators. These expressions have been compared
with previously published results and the link between the
Allan variance and the modified Allan variance has been
specified.

The uncertainty on the estimate of the modified Allan vari-

IEEE TRANSACTIONS ON INSTRUMENTATION AND MEASUREMENT, VOL. IM-33, NO. 4, DECEMBER 1984

ance has been studied and numerical values have been reported
for white phase and white frequency noise modulations.

In conclusion, the modified Allan variance appears to be well
suited for removing the ambiguity between white and flicker
phase noise modulation. Nevertheless, the calculation of the
modified Allan variance requires signal processing which is
complicated, compared to the Allan variance. In the presence
of white or flicker phase noise, the Allan variance cannot be
easily deduced from the modified Allan variance. Further-
more, for a given source exhibiting different noise components,
the determination of the Allan variance from the modified
one is difficult to perform. For most of time-domain measure-
ments, the use of the Allan variance is preferred.
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Fig. 1. Schematic of the experimental set-up in the V and W bands to
measure reflection and transmission coefficients.

I. INTRODUCTION

The design of radar absorbable materials in defense applica-
tions requires accurate data of complex permittivity €* and of
complex permeability u*. In the millimeter region of the elec-
tromagnetic spectrum, data on both €* and u* are relatively
scarce, even on materials readily available through commercial
sources. This paper outlines a frequency-domain technique
which involves the measurement of reflection and transmission
scattering parameters from a sample. Results are reported in
the ¥V and W bands for teflon, plexiglas, fiberglass, and FGM-
40, a magnetic absorber in the X band. Error corrections are
implemented in a few cases to improve the accuracy of the data.

II. DETAILS OF THE EXPERIMENTAL SET-UP

A schematic of the experimental set-up used to measure
the reflection coefficient I' and the transmission coefficient
7 is shown in Fig. 1. The sources that were available are fixed-
frequency, phase-locked Gunn diodes—one at 56 GHz in the
V-band (Hughes 47744H-1205) and the other at 94 GHz.in
the W-band (Hughes 47746H-1201). A similar technique has
been reported by Redheffer [1]. This earlier work relates to
measurements in the K-band using unlocked sources and is
concerned with only permittivity measurements. The V-band
source has a rated power output of 50 mW and the W-band
source is rated at 10 mW. The phaselock-loop system used is
described in a paper by Baprawski et al. [2]. The transmitting

and receiving horns are standard 20-dB-gain horns and the sam-
ple was mounted on a 7 X 7-in aluminum frame fixed to a
micrometer-driven carriage? which can be displaced in three
directions. Therefore, it was possible to orient the sample
properly with reference to the incident beam. Provision was
also made to rotate the sample assembly about a vertical axis
at the center of the frame for measurements other than normal
incidence. The distance between the transmitting horn and the
sample was such that the far-field criterion was satisfied. The
sides of the aluminum frame facing the transmitting horn were
sloped towards the inner edge to reduce edge effects. The
mixers shown in the schematic were single-ended mixers (nar-
row-band, fixed-tuned) using Shottky barrier diodes with a
conversion loss of 7 dB in the ¥ band and 8 dB in the W band.
The mixers were preceded by isolators to insure better match-
ing to the incoming signals. The entire experimental set-up
was mounted on an optical bench. _

The standard-gain horns in the set-up can be replaced by TRG
Series 856 collimating, lens-corrected, conical horns. The di-
electric lens changes the aperture field from a spherical wave
to a plane wave. The sample in this case can be close to the
mouth of the horn and is desirable in case of lossy samples
when the source power is limited. The experimental set-up
shown in Fig. 1 can also be modified for a cost-effective broad-
band €* and u* measurement capability by replacing the fixed-

2Newport Research Corporation Model 705 lens positioner assembly .
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Fig. 2. Schematic of the set-up to calibrate the amplitude and phase
angle meters on the SA receiver.

frequency sources with sweepers in conjection with EIP micro-
wave counter (lock box) model 578. With the lock box,
commercially available sweepers in the millimeter region can
be phase locked to an accuracy and long-term stablhty equal
to that of the internal crystal reference oscillator in the counter
unit. In this manner the measurement capability can be ex-
tended to 110 GHz.

III. MEASUREMENT PROCEDURE
Initial Adjustments

Using the phase-lock oscillator tune-up procedure instructions
supplied by the manufacturer, both the V- and W-band sources
lock and are ready to operate in about 10 min. The Scientific-
Atlanta (S/A) receiver needs a warm-up period of about 20 min
before data can be taken. The amplitude and phase angle
meters on the S/A receiver were calibrated using the set-up
shown in Fig. 2. The readings of the calibrated phase shifter
and variable attenuator in the test channel arm were compared
against the corresponding readings on the amplitude and phase-
angle meters in the receiver. The agreement between the phase
readings was very good, but the variable attenuator and ampli-
tude meter readings differed by 0.2-0.5 dB. The amplitude
meter readings on the receiver were suitably corrected before
the reflection and transmission coefficient data of the test sam-
ple were analyzed. It was also necessary to modify the S/A 1702
receiver for use in the V- and W-bands with external mixers.
Details are given by the author in a report [3]. The residual
drift in the receiver was attributed to the silicon wafers in the
mixers. Silicon crystals are rather temperature sensitive. The
following improvements were made to overcome the residual
drift: i) wrapping the mixers with thermal insulation tape, ii)
usmg cable with low thermal coefficient of drift (0.05 parts/
10%/° 0),} and iii) using cables of same length from the mixers
to the reference and test channels.

3Maunfactured by Flexco Cable, Linden, NJ.

The orientation of the sample holder with the shorting plate
attached (used as a reference in obtaining T (S;;,) data was
first adjusted with respect to the tramsitting horn for maximum
amplitude reading at normal incidence. Likewise the receiving
horn was aligned with reference to the transmitting horn, with
the shorting plate removed (open window) for maximum read-
ing on the amplitude meter. The physical separation between
the two antennae was 47 cm, and the sample was placed mid-
way between the two. The above distance from the transmitting
antenna to the sample satisfied the far-field criterion both in
the V- and W-bands. After the above initial adjustments the
equipment is ready for taking the data.

IV. MEASUREMENT OF S;; AND 7

The samples used in the meaurements were in the form of
sheets 7 X 7 in. S;; data on the samples were normalized with
respect to the amplitude and phase readings of the shorting
plate. The theoretical treatment of the method [4] demands
that the front face of the shorting plate should be in the exact
position to be occupied by the test sample. This is necessary
in order to get an accurate phase reference. Another assump-
tion made in the theoretical treatment is that the electromag-
netic field incident on the sample approximates a plane wave.
Both the above conditions seem to be pretty well satisfied in
the experimental set-up. The transmission coefficient 7 of the
samples were obtained using the amplitude and phase readings
of the open window asreference. For good phase-measurement
accuracy, it is desirable that the inputs to the reference and
test channels of the receiver should be of the same level. This
condition was maintained during the course of the measure-
ments. Also, the RF inputs to the receiver were below -30
dBm to prevent receiver saturation. With these precautions,
§11 and T data were accurate to about 2 percent and this leads
to good material measurement accuracy. Theoretical details
of how to evaluate the €* and u* of the samples from the mea-
sured §4; and 7 data are given in the Appendix. The reflection
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TABLE 1
PERMITTIVITY AND PERMEABILITY VALUES IN THE MILLIMETER
WAVE REGION

Material e e'! u' u''
I. Plexiglas: (Sample thickness: 29.1 mils)
56 GHz: 2.45 0.05 0.92 -0.05
Error corrected: 2,60 0.06 0.98 ©0.02
94 GHz: 2.54 0.08 0.91 0.07
II. Fiberglass: . (Sample thickness: 19.3 mils)
56 GHz: 4.46 0.36 1.02 -0.23
94 GHz: 4,42 0.41 0.98 -0.26
III. Teflon: (Sample thickness: 31.2 mils)
56 GHz: 2.09 0.003 1.01 0.009
94 GHz: 2.07 0.006 0.99 0.011
IV. FGM-40: (Sample thickness: 40 mils)
56 GHz: 4.2 7.5 1.01 . 0.02
*18 GHz: 15. 5f2 1.02 0.23

*FGM-40 was measured at 18 GHz for comparison.

TABLE II

PERCENTAGE ERROR RANGES IN THE EVALUATION OF €* AND u* DATA
Frequency (GHz) Plexiglas Fiberglass Teflon FGM-40

18 e',u' 2

8 4

56 e',u' 2 3 3 6

9 4 6 6 9

94 e',u' 4 4.5 3 7

s 8 9 6 10

and transmission error parameters used to correct the measured
S 11 and T data of the test samples were obtained by a method
outlined by Rytting [5]. In this method three known short
positions are used to compute the reflection error parameters.
The transmission error parameters are obtained by measuring
the reflection and transmission scattering parameters with the
empty sample holder, using the shorting plate data as reference.
The final evaluation of the transmission error parameters in-
volves the reflection error parameters. These error corrections
account for imperfections in the line components such as direc-
tional couplers, waveguide to coaxial line adapters, etc. Final
calculation of €* and pu* values of the samples were made by
processing the S;; and 7 data on the HP 21MX minicomputer,
using the subroutine CDAT of the main EDMSP program de-
veloped by Kent [6]. One limitation of this program is that
the algorithm does not permit sample thicknesses greater than
Ag/4, where Ag is the wavelength in the sample. Efforts are
underway to improve the program in this regard. In case of
samples whose thicknesses were greater than Ag4/4 as in the
case of FGM-40, ¢* and‘lu* were calculated using the procedure
outlined in the Appendix and using the HP9810A calculator.

V. EXPERIMENTAL RESULTS

® ro.n % _ 0 .M . .

e*=¢ -je and u* =pu - ju values for plexiglas, fiberglass,
teflon, and FGM-40 measured at 56 GHz and 94 GHz are shown
in Table I. Only the plexiglas data at 56 GHz has been error
corrected as an illustration. The error corrections seem to im-
prove the results somewhat. The errors in the final values of
permittivity and permeability for the various samples are listed
in Table II in terms of €', i, and loss angle § defined as tan™?
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(€"/€') or tan~! (u"/u'). The €', € values for teflon and €’
values for plexiglas and f1berglass agree fauly well with what
has been reproted in the literature [7]. €" values for these
materials are not readily available in the literature. No data
has been reported in the literature in the V-band for FGM-40.
From the data shown in Table I, FGM-40 seems to act like a
lossy dielectric rather than as a magnetic absorber.

VI. CONCLUSIONS

The frequency-domain technique described in this paper
yields good results for €* and u* in the millimeter region for
planar samples whose loss parameters are not high. The tech-
nique described has the potential for adaptation to broad-band
measurements. Improvement in the accuracy of the data is
noticeable usmg reflectlon and transmlssmn error parameter
corrections. e € values for teflon and €' values for plexiglas
and fiberglass agree fairly well with literature values. The re-
sults for FGM40 at 56 GHz indicate that this material acts
like a lossy dielectric at this frequency rather than as a magnetic
absorber.

APPENDIX

The complex permittivity €* and complex permeability u*
of a material can be evaluated from the measured reflection
coefficient I' and transmission coefficient 7 as follows. _

The reflection scattering coefficient S, _is identical to I" and
the transmission scattering coefficient S, is related to T
through the relation, S =71e Y9 where d is the thickness
of the sample and ¥y =jw\/Uo€p is the propagation constant
for free space. w = 2mf where f is the frequency of the source
and Mg, €g are, respectively, the permeability and permittivity
of the free space.

Define new parameters Vl and V2 and X thus:

Vi=8u+8u
2=8x - s 11
f= (1 - ?1 ?2)/(?1 - i;z)
The reflection coefficient p is evaluated from X by the equa-
tion
p=Xx+tVX>-1)
where the plus or minus sign is chosen such that |p|<|. The
parameter Z defined as exp Hjlwd[aVut *), where ¢, is the

velocity of hght and u¥, € are the values of 1™ and €* relative
to free space, is related to V; and p by the following equation:

Z=(V, - D)1 - V1p).

The magnitude of the incident wave at the far end of the
sample is reduced from that of its amplitude at the front end
by the attenuation portion of Z. Two new parameters Cl and
C2 are related to p and Z as follows:

Ci=pflef =(1+p/1-p)?
—_ C —_— 2
Cr=puief =~ (&; 1n(l/Z)'
Finally,
€ = VE2/61
and

M:"—— VE]E2.

Further details can be found in a standard text on high-fre-
quency transmission lines or in [3].
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Displacement measurement
optimum form of capacitive transducer for displacement measurement.
Hirasawa, Masahide, + , T-IM Dec 84 276-280
Distance measurement
fully-compensated digital ultrasonic sensor for distance measurement.
Chande, P. K., + , T-IM Jun 84 128-129
Distortion
distortion current and distortion power measurement using time-domain
approach. Filipski, Piotr, T-IM Mar 84 36-40
Distortion; cf. Delay distortion

E

Eddy currents
change in impedance of single-turn coil due to flaw in coaxial conducting

cylinder. Zaman, AfrozJ. M., + , T-IM Mar 84 5-10

Electric variables measurement; cf. Capacitance measurement; Capacitance
transducers; Current measurement; Impedance measurement;
Power measurement; Power system measurements; Semiconductor
device measurements; Voltage measurement

Electromagnetic measurements; cf. Dielectric measurements; Magnetic
measurements; Microwave measurements

Engines; cf. Road-vehicle propulsion

Estimation; c¢f. Maximum-likelihood estimation

F

Faraday effect
tensor permeability of ferrite; measurement using Faraday rotation. Ito,
Asao, + , T-IM Mar 8426-31
Ferrite materials/devices
homodyne measurement system for narrow resonance linewidth of
ferrite spheres. Galwas, Bogdan A., T-IM Mar 84 22-26
tensor permeability of ferrite; measurement using Faraday rotation. Ito,
Asao, + , T-IM Mar 8426-31
Fourier transforms; cf. Discrete Fourier transforms
Frequency measurement
limitations of hydrogen maser frequency standards due to receiver noise.
Prost, Leon, + , T-IM Jun 84 110-116
simple fast frequency detector for constant-amplitude sinusoid.
Mahmood, Mahir K., + , T-IM Dec 84 327-329
Frequency-shift keying; cf. Minimum-shift keying
Frequency stability
characterization of frequency stability; modified Allan variance. Lesage,
Paul, + , T-IM Dec 84 332-336

G

Governmental activities/factors
controlling transfer of militarily critical technology; IEEE position.
Leon, Benjamin J., T-IM Sep 84 226-230
programs designed to help small businesses commercialize devices
invented by NASA, DOD, and other US federal agencies; case
history. Drew, Russell C., T-IM Sep 84 230-233
ways in which US federal government could indirectly support R&D by
instrument manufacturers. Sorger, Gunther U, T-IM Sep 84
233-237
Grounding
calculation of thermal or driving point of lines; grounding applications.
Alvarez Ovide, Benito, + , T-IM Jun 84 130-134

H

Hall effect
sensitive ac system for measuring changes in small Hall voltages at high
temperatures. Rowe, David Michael, + , T-IM Mar 84 19-21
Handicapped persons; cf. Visual system, prostheses, orthoses
Harmonic distortion; cf. Power distribution harmonics

+ Check author entry for coauthors

IEEE
controlling transfer of militarily critical technology; IEEE position.
Leon, Benjamin J., T-IM Sep 84 226-230
IEEE Instrumentation and Measurement Society
announcement of resignation of Transactions Associate Editor and
introduction of replacement. Liguori, Fred, Ed., T-IM Jun 8474
call for reviewers for Transactions. Liguori, Fred, Ed., T-IM Dec 84 246
Centennial Award recipients who are IM Society members. T-IM Sep 84
146
new associate editor for region 10 for Transactions. Liguori, Fred, Ed.,
T-IM Dec 84 245
systems engineering and professionalism. Liguori, Fred, Ed., T-IM Mar
841
Transactions editor’s first year report. Liguori, Fred, Ed., T-IM Jun 84

Image processing
digital processing of dynamic imagery for photogrammetric applications.
Real, Roderick R., + , T-IM Mar 84 45-51
motion analysis using raster-scan image source and image processing
techniques. Aylor, James H., + , T-IM Dec 84 301-306
Imaging/mapping; cf. Infrared imaging/mapping
Impedance measurement
change in impedance of single-turn coil due to flaw in coaxial conducting
cylinder. Zaman, AfrozJ. M., + , T-IM Mar 84 5-10
error in insertion loss measurement due to multiple reflections. Chen,
Yiwei, + , T-IMJun 84 134-136
transformer ratio-arms bridge technique for in-circuit impedance
measurement. Rahman, Mahfoozur, + , T-IM Dec 84 252-256
Industrial control
extended time sampling for accurate optical pulse reflection
measurement in level control. Kompa, Giinter, T-IM Jun 84 97-100
Infrared imaging/mapping
automatic video assessment of military infrared imaging systems during
maintenance testing. Boyd, Mallory J.,, + , T-IM Dec 84 322-327
Infrared radiometry
radiometer for long-term monitoring of atmospheric transmittance in the
far infrared. De Cosmo, Vittorio, T-IM Jun 84 126-127
Innovation; cf. Technological innovation
Instrumentation and Measurement Technology Conference, 1984 IEEE
selected papers. T-IM Sep 84 145-237
Integrated-circuit testing
analog modeling to improve integrated-circuit test programs. Clapp,
James L., + , T-IM Sep 84215-218
Integrators
design of true practical integrators with extendable time constants.
Patranabis, D., + , T-IM Mar 84 51-53
Interference; cf. Noise

Josephson devices
microwave-induced constant voltage steps at series arrays of Josephson
tunnel junctions with near-zero current bias. Niemeyer,
Jurgen, + , T-IM Dec 84311-315

L

Loop antennas
general formulas for average magnetic field at receiving circular-loop
antenna placed arbitrarily to radiating loop. Nakane, Hiroshi, T-IM
Dec 84307-310
magnetic field for radiating and receiving loops placed on parallel planes.
Nakane, Hiroshi, T-IM Mar 84 40-45

M

Magnetic film/devices
combined X-ray/beta sensor for nuclear gauging of foil laminates and
magnetic films. Coats, Montgomery R., + , T-IM Sep 84 159-163
Magnetic measurements
general formulas for average magnetic field at receiving circular-loop
antenna placed arbitrarily to radiating loop. Nakane, Hiroshi, T-IM
Dec 84307-310
magnetic field for radiating and receiving loops placed on parallel planes.
Nakane, Hiroshi, T-IM Mar 84 40-45
Magnetic measurements; cf. Permeable measurements
Magnetic resonance
homodyne measurement system for narrow resonance linewidth of
ferrite spheres. Galwas, Bogdan A., T-IM Mar 84 22-26

t Check author entry for subsequent corrections/comments



Masers
improvement in hydrogen maser by new state selection. Urabe,
Shinyi, + , T-IMJun 84117-121
limitations of hydrogen maser frequency standards due to receiver noise.
Prost, Leon, + , T-IMJun 84 110-116
Maximum-likelihood estimation
mean estimation of random process using on — off detectors. Wulich,
Dov, T-IM Jun 84 75-78
Measurement
information-rich automatic calibration concept. Sollman, Larry C., T-
IM Sep 84223-225
productivity factors in measurement technology. Gale, Forrest C., T-IM
Sep 84 177-180
selected papers from 1984 IEEE Instrumentation and Measurement
Technology Conference. T-IM Sep 84 145-237
ways in which US federal government could indirectly support R&D by
instrument manufacturers. Sorger, Gunther U, T-IM Sep 84
233-237
Measurement; cf. Dielectric measurements; Frequency measurement;
Magnetic  measurements; Power system measurements;
Semiconductor device measurements; X-ray measurements
Measurement standards
correction to ‘Calibration and use of a reference standard directional
coupler for measurement of large coupling factors’ (Dec 83
501-506). Clark, Richard F., + , T-IM Sep 84237
limitations of hydrogen maser frequency standards due to receiver noise.
Prost, Leon, + , T-IM Jun 84110-116
solid-state reference waveform filter for measurement standards use.
Lawton, Robert A., + , T-IM Sep 84201-205
Measurement standards; cf. Power measurement; Voltage measurement
Measurement-system data handling
fast, simple, and low-cost data-acquisition system. Tomita, Yutaka, T-
IM Mar 84 53-55
flexible automated waveform recorder data-acquisition program. Boyer,
William B., T-IM Sep 84 188-196
Mechanical variables measurement; cf. Area measurement; Displacement
measurement; Motion measurement; Weight measurements
Mechanical variables measurements; cf. Distance measurement
Microcomputer applications; cf. Specific topic
Microcomputers; cf. Personal computers
Microwave measurements
automatic microwave attenuation measurement using double phase
modulation. Kawakami, Tomotel, T-IM Jun 84 101-105
Microwave receivers
simplified noise evaluation of microwave receivers. Adamian,
* Vahé, + , T-IMJun 84 136-140
Military systems
automatic video assessment of military infrared imaging systems during
maintenance testing. Boyd, Mallory J., + , T-IM Dec 84 322-327
Millimeter-wave radar
radar countermeasures. Kadaba, Prasad K., T-IM Dec 84 336-340
Minimum-shift keying
digital time-domain technique for generating serial MSK signal. Ray,
Swapan K., T-IM Mar 84 58—60
Modulation/demodulation; cf. Phase modulation
Motion measurement
motion analysis using raster-scan image source and image processing
techniques. Aylor, James H., + , T-IM Dec 84 301-306
MSK; cf. Minimum-shift keying
Multiplication
analysis of modified Tomota — Sugiyama — Yamaguchi multiplier.
Johnson, Greg J., T-IM Mar 84 11-16

N

Noise
simplified noise evaluation of microwave receivers.
Vahé, + , T-IM Jun 84 136-140
Noise measurement
impact of microprocessor technology on receiver/amplifier noise
measurement. Pastori, William E., T-IM Sep 84 181-184
noise temperature measurement system for mismatched noise sources.
Spaude, Manfred, + , T-IM Dec 84 263-268 '
Nondestructive testing; cf. Testing

Adamian,

(6]

Optical imaging/mapping; cf. Infrared imaging/mapping
Optical radar
extended time sampling for accurate optical pulse reflection
measurement in level control. Kompa, Giinter, T-IM Jun 84 97-100
Optical radiometry; cf. Infrared radiometry

+ Check author entry for coauthors
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Oscillators; cf. Relaxation oscillators

P

Permeability measurement
simultaneous measurement of complex permittivity and permeability in
millimeter-wave region by frequency-domain technique. Kadaba,
Prasad K., T-IM Dec 84 336-340
tensor permeability of ferrite; measurement using Faraday rotation. Ito,
Asao, + , T-IM Mar 8426-31
Permittivity; cf. Dielectric ...
Personal computers
IBM PC-based IEEE-488 bus controller. Chen, C. F,, + , T-IM Sep 84
218-222
personal-computer-based spectroscopy system for semiconductor device
analysis. Chang, C. Y., + , T-IM Dec 84 259-263
Phase distortion; cf. Delay distortion
Phase measurement
heterodyne low-level signal phase meter operating over 1 MHz to 300
MHz. Dziadowiec, Alexandre, + , T-IM Mar 84 55-58
Phase modulation
automatic microwave attenuation measurement using double phase
modulation. Kawakami, Tomotel, T-IM Jun 84 101-105
PM; cf. Phase modulation
Position measurement; cf. Distance measurement
Power cables; cf. Power transmission lines
Power distribution harmonics
automated noncontact measurement system for current harmonics in
aerial transmission and distribution systems. Cyganski, David, + ,
T-IM Mar 84 31-36
Power measurement
distortion current and distortion power measurement using time-domain
approach. Filipski, Piotr, T-IM Mar 84 36-40
precise measurement of RF power and voltage using coaxial calorimeters
and microcalorimeters. Hollway, David L., + , T-IM Dec 84
269-275 :
Power system harmonics; cf. Power distribution harmonics
Power system measurements
automated noncontact measurement system for current harmonics in
aerial transmission and distribution systems. Cyganski, David, + ,
T-IM Mar 84 31-36
Power transmission lines
automated noncontact measurement system for current harmonics in
aerial transmission and distribution systems. Cyganski, David, + ,
T-IM Mar 84 31-36
Process control; cf. Industrial control
Propulsion; cf. Road-vehicle propulsion
Prostheses/orthoses; cf. Visual system, prostheses/orthoses
Pulse generation
programmable precision voltage-step generator for testing waveform
recorders. Schoenwetter, Howard K., T-IM Sep 84 196-200

R

Radar; cf. Millimeter-wave radar; Optical radar
Radar scattering cross sections
wideband radar cross-section diagnostic measurements. Mensa, Dean L.,
T-IM Sep 84206-214
Radio telescopes
coaxial cable delay system for synthesis radio telescope. Landecker, T.
L., T-IM Jun 84 78-83
Radiometry; cf. Infrared radiometry
RD&E
ways in which US federal government could indirectly support R&D by
instrument manufacturers. Sorger, Gunther U., T-IM Sep 84
233-237
Receivers
impact of microprocessor technology on receiver/amplifier noise
measurement. Pastori, William E., T-IM Sep 84 181-184
Recording
effective bits as measure of dynamic performance of analog-to-digital
converters and waveform recorders. Linnenbrink, Thomas E., T-IM
Sep 84 184187
flexible automated waveform recorder data-acquisition program. Boyer,
William B., T-IM Sep 84 188-196
programmable precision voltage-step generator for testing waveform
recorders. Schoenwetter, Howard K., T-IM Sep 84 196-200
Relaxation oscillators
short-term frequency stability of relaxation crystal oscillators. Vasiljevic,
Dragan M., T-IM Dec 84 315-322
Resistance measurement
single-amplifier resistance bridges with feedback
Trofimenkoff, F. N., + , T-IM Mar 84 60-63

linearization.
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Resonance; cf. Magnetic resonance
Road-vehicle propulsion
automatic test equipment for automotive engine ignitors. Watanabe,
Kenzo, + , T-IM Sep 84 172-176

Sampling methods
extended time sampling for accurate optical pulse reflection
measurement in level control. Kompa, Giinter, T-IM Jun 84 97-100
Semiconductor device measurements
personal-computer-based spectroscopy system for semiconductor device
analysis. Chang, C. Y., + , T-EM Dec 84259-263
Semiconductor device testing; cf. Integrated-circuit testing
Signal generators
automated signal-generator level characterization and verification.
Lewandowski, Robert J., T-IM Sep 84 147-154 )
digital time-domain technique for generating serial MSK signal. Ray,
Swapan K., T-IM Mar 84 58-60
solid-state reference waveform filter for measurement standards use.
Lawton, Robert A., + , T-IM Sep 84 201-205
Signal generators; cf. Pulse generation
Signal processing; cf. Image processing
Special issues/sections  selected papers from 1984 IEEE Instrumentation
and Measurement Technology Conference
Spectral analysis
high-accuracy spectrum analysis of sampled discrete frequency signals
by analytical leakage compensation. Renders, H., + , T-IM Dec
84287-292
Spectroscopy
deep-level spectroscopy by transient capacitance techniques under
electrical resonance. Izpura, José Ignacio, + , T-IM Mar 84 16-18
personal-computer-based spectroscopy system for semiconductor device
analysis. Chang, C. Y., + , T-IM Dec 84 259-263 -
Stability; cf. Frequency stability
Standards; cf. Measurement standards
Switched-capacitor circuits
switched-capacitor digital capacitance bridge. Watanabe, Kenzo, + ,
T-IM Dec 84 247-251
System engineering ' .
systems engineering and professionalism. Liguori, Fred, Ed., T-IM Mar
841

T

Technological innovation
programs designed to help small businesses commercialize devices
invented by NASA, DOD, and other US federal agencies; case
history. Drew, Russell C., T-IM Sep 84 230-233
Technology transfer
controlling transfer of militarily critical technology; IEEE position.
Leon, Benjamin J., T-IM Sep 84 226-230
Telemetry; cf. Measurement-system data handling
Telescopes; cf. Radio telescopes
Temperature measurement
linear temperature/voltage converter using thermistor in logarithmic
network. Khan, Anwar A., + , T-IM Mar 8424

+ Check author entry for coauthors

Testing
change in impedance of single-turn coil due to flaw in coaxial conducting
cylinder. Zaman, AfrozJ. M., + , T-IM Mar 84 5-10
Testing; cf. Automatic testing; Integrated-circuit testing
Thermal factors
sensitive ac system for measuring changes in small Hall voltages at high
temperatures. Rowe, David Michael, + , T-IM Mar 84 19-21
Thermal variables measurement; cf. Calorimetry; Temperature
measurement
Thermistors
linear temperature/voltage converter using thermistor in logarithmic
network. Khan, Anwar A., + , T-IM Mar 8424
Transducers; cf. Acoustic transducers
Transforms; cf. Discrete Fourier transforms
Transmission lines
numerical solution of dielectric equation for coaxial line. Tanguay,
Lucie, + , T-IM Jun 84 88-90 )
Transmission lines; cf. Power transmission lines

U

United States; c¢f. Governmental activities/factors
v

Visual system prostheses/orthoses
vocalized color recognition system for the blind. Nguyen, D.
Thong, + , T-IMJun 84122-126
Voltage measurement
distributed artifact standard of voltage. Huntley, Les, T-IM Sep 84
155-159
implicit digital rms meter using TTL and LSI components. Taha, Saleem
M. R., + , T-IM Dec 84 257-258
microwave-induced constant voltage steps at series arrays of Josephson
tunnel junctions with near-zero current bias. Niemeyer,
Jurgen, + , T-IM Dec 84311-315
precise measurement of RF power and voltage using coaxial calorimeters
- —and-microcalorimeters.- Hollway, David L., -, -T-IM Dec -84
269-275
recent advances in precision ac measurements. Goyal, Ramesh, + , T-
IM Sep 84 164-167
standard-cell intercomparison using calculater-controlled galvanometer
in integral-control feedback system. Frenkel, Robert B., T-IM Dec
84293-300

Waveform ...; cf. Signal ...
Waveguide mounts
experimental characterization of singly loaded E-plane waveguide post
using tunable coaxial line. Tomar, R. S., + , T-IM Jun 84 83-87
Waveguides
error in insertion loss measurement due to multiple reflections. Chen,
Yiwei, + , T-IM Jun 84 134-136
Weight measurement
combined X-ray/beta sensor for nuclear gauging of foil laminates and
magnetic films. Coats, Montgomery R., + , T-IM Sep 84 159-163

X
X-ray measurements

combined X-ray/beta sensor for nuclear gauging of foil laminates and
magnetic films. Coats, Montgomery R., + , T-IM Sep 84 159-163

+ Check author entry for subsequent corrections/comments



IEEE Instrumentation and Measurement Society

Transactions

Editor Associate Editors

MAKOTO KANNO, Dean
Faculty of Engineering
Tamagawa University
Machida-shi

Tokyo 194, Japan

0427 329111

PETER KARTASCHOFF

Post Office Headquarters
Technical Center

CH-3000 Bern 29, Switzerland
+41 (31) 624380

DEREK MORRIS

Division of Physics

National Research Council
Ottawa, Ont. K1A OR6, Canada
(613) 993-2704

FRED LIGUORI

38 Clubhouse Rd.
Browns Mills, NJ 08015
(201) 323-2842

DR. ARTHUR BALLATO

U.S. Army Electronics Technology
And Devices Laboratory

Fort Monmouth, NJ 07703

DR. BARRY BELL
Electrosystems Div.

National Bureau of Standards
Washington, DC 20234

DR. HARRY CRONSON
The Mitre Corp. MS J 101
PO Box 208

Bedford, MA 01730

DR. LEONARD S. CUTLER
Hewlett-Packard Co.
3500 Deer Creek Rd.
Palo Alto, CA 94304

DR. JOHN J. DEGNAN, 111
Goddard Space Flight Center
Greenbelt, MD 20771

DR. ANDREW F. DUNN
National Research Council
Ottawa, Ont., Canada K1A OSI1

WILLIAM L. GANS
N.B.S. Div. 723.05
325 Broadway
Boulder, CO 80303

PROF. PAUL A. GOUD
University of Alberta
Edmonton, Alta., Canada T6G 2E1

LORING HOSLEY
NAEC 92511
Lakehurst, NJ 08733

A. RAY HOWLAND
The Howland Co. Inc.
Box 1048

Decatur, GA 30031

PROF. ROBERT G. IRVING
California Polytechnic University
3801 W. Temple Ave.

Pomona, CA 91768

DR. ROBERT A. KAMPER
Electromagnetics Div.
National Bureau of Standards
Boulder, CO 80302

PROF. REUVEN KITAI
McMaster University
Hamilton, Ont., Canada L8S 4L7

Editorial Review Committee

DR. HENRIECUS KOEMAN
John Fluke Mfg. Co., Inc.
1022 C Ave.

Edmonds, WA 98020

MR. FRANK KOIDE
Rockwell International
3370 Miraloma Ave.
Anaheim, CA 92803

DR. ROBERT A. LAWTON 723.05
National Bureau of Standards
Boulder, CO 80303

JOHN LEWIS
2710 Shadow Canyon Cr.
Norco, CA 91760

DR. MICHAEL S. P. Lucas
Kansas State University
Seaton Hall

Manhattan, KS 66506

DRrR. T. McCoMB

National Research Council
DEE, Bldg. M-50

Ottawa, Ont., Canada K1A ORS8

DR. NORRIS S. NAHMAN
National Bureau of Standards
Boulder, CO 80303

DR. ROy H. NESsSON
Hughes Aircraft Co.
E S1/A 219 Box 902
El Segundo, CA 90245

DR. CARLOS URBANA PACHECO
Calle 14 No. 1128 Norte Torreon
Coahuila 27000, Mexico

DR. GORDON R. PARTRIDGE
Gen Rad
Bolton, MA 01740

DR. OSKARS PETERSONS
National Bureau of Standards
Washington, DC 20234

Estimate of Overlength Page Charge

DR. W. A. PLICE
Honeywell Inc.
MN-17-2303 Box 312
Minneapolis, MN 55440

DR. MORRIS M. REICHBACH
Naval Air Engineering Center
Lakehurst, NJ 08733

DR. VICTOR REINHARDT
Bendix Field Eng. Co.

1 Bendix Road

Columbia, MD 21405

MR. EDWIN RICHTER
RCA Corporation
Burlington, MA 01803

DR. LAWRENCE G. RUBIN
National Magnet Lab.

MIT Bldg. NW14
Cambridge, MA 02139

DR. LAUREN RUEGER 4-326
Applied Physics Lab

Johns Hopkins University
Laurel, MD 20707

DR. ROMANUS M. SERBYN
Sound Div.

National Bureau of Standards
Washington, DC 20234

PROF. WILLEM STEENAART
University of Ottawa
Ottawa, Ont., Canada KIN 6N5

DR. HARRIS A. STOVER

Defense Communication Engineering
Center

Reston, VA 22090

PROF. JACQUES VANIER
Universite Laval
Quebec, Que., Canada G1K 7P4

DR. FRED L. WALLS
National Bureau of Standards
Boulder, CO 80303

WILLIAM G. WOLBER
3151 Sumac Ct.
Columbus, IN 47202

The first five pages (four for Special Issues) are printed free. For every page beyond this limit, there is an overlength page charge of $100
per page. If a manuscript is typed in double space (3 lines per inch) using elite type (12 characters per inch) in an area of 6.5 X 9 inches,
a rule of thumb of 3 typewritten pages to 1 printed page is a good estimate. One printed page consists of two columns 3.5 inches wide by
9.5 inches high which is equivalent to 3 double-spaced typewritten pages. To estimate the printed pages for figures or tables from original
drawings, first reduce the width to 3.5 inches, then use the same width reduction ratio to calculate the height. Add 0.6 inches for the caption
to the calculated height to obtain the column height occupied by each figure or table. Next, add the column heights of all figures or tables,
divide the sum by 19 to obtain the estimated printed page length for the figures or tables. Finally, add the estimated pages for text, figures,
or tables and 0.17 for title to give you the total estimated printed pages.



INSTITUTIONAL LISTINGS

The IEEE Instrumentation and Measurement Society invites application for Institutional Listings from firms interested in
the field of instrumentation and measurement.

MAURY MICROWAVE

CC O R P O R A T 1 O N

CUCAMONGA, CALIFORNIA 91730 ¢ U.S.A.
TEL. 714-987-4715 & TWX: 910-581-3408

PRECISION WAVEGUIDE & COAXIAL COMPONENTS AND
INSTRUMENTATION-DC TO 40 GHz & BEYOND. ANA CALIBRATION KITS,
NOISE MEASUREMENT EQUIP, PRECISION & mm COAXIAL CONNECTORS,

CONNECTOR GAGES, ADAPTERS-ALL TYPES, FERRITE DEVICES, ETC.

WEINSCHEL ENGINEERING

One Weinschel Lane, Gaithersburg, MD 20877
(301) 948-3434 (800)638-2048

Precision Attenuators. Connectors, Terminations, DC-40 GHz;
Microwave Test/Measurement Instruments, 10 MHz- 40 GHz

An Institutional Listing recognizes contributions to support the publication of the IEEE TRANSACTIONS ON INSTRUMEN-
TATION AND MEASUREMENT. Minimum rates are $100 for listing in one issue, or $300.00 for four issues. Larger contributions
will be most welcome. No agency fee is granted for soliciting such contributions. Inquiries, or contributions made payable to the
IEEE, plus instructions on how you wish your institutional listing to appear, should be sent to M. Bonaviso, The Institute of Electrical
and Electronics Engineers, Inc., 345 East 47 Street, New York, N. Y. 10017.

Invitation for Papers

The objective of the Society is to promote the exchange of technical information among its members. The TRANSACTIONS provides
the medium for this communication. The effective use of the medium and the quality of this TRANSACTIONS depend on the membership
of the Society who contribute papers reporting new and interesting findings on instrumentation and measurement. Original papers relating
to instrumentation and measurement are invited. Tutorial and review papers will be published periodically, unsolicited manuscripts of a
tutorial or review nature are welcome, but it would be advisable for prospective authors of such papers to contact the Editor well in advance
concerning probable constraints. Short papers (less than three printed pages) giving an interim report of research findings and correspondence
(less than two printed pages) disclosing new ideas and preliminary results or commenting on papers published in this TRANSACTIONS are
encouraged. Papers that have been published elsewhere in general are not acceptable.

Authors from Canada should submit to the Associate Editor Dr. Derek Morris in Canada, from Europe to the Associate Editor Prof.
Claude Audoin in France, from Japan to the Associate Editor, Prof. Osamu Nishino, from the United States and other countries to the Editor
one original and three (3) copies of the manuscript or correspondence items for publication in [IEEE TRANSACTIONS ON INSTRUMENTATION
AND MEASUREMENT, a signed copyright transfer form, and a letter of agreement to pay over length charges for excess over five pages
of printed copy. A manuscript should include an abstract (not more than 200 words for a regular paper and not more than 50 words for
correspondence), a biographical sketch, and a photograph of the author. For suggestions regarding manuscript preparation, authors should

consult “Information for Authors,” IEEE TRANSACTIONS ON INSTRUMENTATION AND MEASUREMENT, Vol. IM-30, No. 1, pp. 89-90,
March 1981. Particular points are to be observed.

1) Manuscript should be easy to read and should be spaced so that instructions to the typesetter can be added. Double-spaced typing

on 815 X 11-inch (21.5 X 28-cm) pages with 1-inch margins all around is recommended. The manuscript should include:

a) title—should be short and descriptive of the subject

b) byline—should give the author’s name, affiliation, and complete mailing address without abbreviations

c) abstract—should state the nature of the investigation and summarize its important conclusions in a single paragraph

d) text—should be succinct and effective in communication with peers who may not be in the field of speciality

e) original drawings and photographs of figures and tables

f) a separate list of captions for the figures and tables

g) author’s brief biography and photograph

h) asigned copy of the IEEE Copyright Transfer Form

i) a letter of agreement to pay the overlength page charge or to reduce the text to within the prescribed free publication page limit.

2) Mathematical equations should be typed if possible. Handwritten symbols and acronyms must be clearly identified the first time
they are used.

3) Use of the International System (SI) of units is recommended.
4) Drawings for figures should be of high contrast. India ink on 8.5 X 11-inch (21.5 X 28-cm) white tracing paper is reccommended.
Figures should not contain details so small that a magnifying glass will be needed after they have been reduced in size.

5) The typist should follow the arrangement used in a recent issue of this TRANSACTIONS, especially for format, capitalization, and
punctuation of titles and references.

6) Obtain an IEEE Copyright Transfer Form from a recent March issue of this TRANSACTIONS. Complete Part A or Part B, whichever
is appropriate.



	02366695 ---------------------.tif
	02366696.tif
	02366697.tif
	02366698.tif
	02366699.tif
	02366700.tif
	02366701.tif
	02366702.tif
	02366703.tif
	02366704.tif
	02366705.tif
	02366706.tif
	02366707.tif
	02366708.tif
	02366709.tif
	02366710.tif
	02366711.tif
	02366712.tif
	02366713.tif
	02366714.tif
	02366715.tif
	02366716.tif
	02366717.tif
	02366718.tif
	02366719.tif
	02366720.tif
	02366721.tif
	02366722.tif
	02366723.tif
	02366724.tif
	02366725.tif
	02366726.tif
	02366727.tif
	02366728.tif
	02366729.tif
	02366730.tif
	02366731.tif
	02366732.tif
	02366733.tif
	02366734.tif
	02366735.tif
	02366736.tif
	02366737.tif
	02366738.tif
	02366739.tif
	02366740.tif
	02366741.tif
	02366742.tif
	02366743.tif
	02366744.tif
	02366745.tif
	02366746.tif
	02366747.tif
	02366748.tif
	02366749.tif
	02366750.tif
	02366751.tif
	02366752.tif
	02366753.tif
	02366754.tif
	02366755.tif
	02366756.tif
	02366757.tif
	02366758.tif
	02366759.tif
	02366760.tif
	02366761.tif
	02366762.tif
	02366763.tif
	02366764.tif
	02366765.tif
	02366766.tif
	02366767.tif
	02366768.tif
	02366769.tif
	02366770.tif
	02366771.tif
	02366772.tif
	02366773.tif
	02366774.tif
	02366775.tif
	02366776.tif
	02366777.tif
	02366778.tif
	02366779.tif
	02366780.tif
	02366781.tif
	02366782.tif
	02366783.tif
	02366784.tif
	02366785.tif
	02366786.tif
	02366787.tif
	02366788.tif
	02366789.tif
	02366790.tif
	02366791.tif
	02366792.tif
	02366793.tif
	02366794.tif
	02366795.tif
	02366796.tif
	02366797.tif
	02366798.tif
	02366799.tif
	02366800.tif
	02366801.tif
	02366802.tif

